Genome study shines light on genetic link to height

First reproducible connection made between genes and height in humans


It became clear nearly a century ago that many genes likely influence how tall a person grows, though little progress, if any, has followed in defining the myriad genes. Now an international research team brings light to this age-old question by pinpointing a genetic variant associated with human height — the first consistent genetic link to be reported.


The findings, published in the September 2 advance online edition of Nature Genetics, stem from a large-scale effort led by scientists at the Broad Institute of Harvard and MIT, Children’s Hospital Boston, the University of Oxford and Peninsula Medical School, Exeter. Using a new “genome-wide association” method, the research team searched the human genome for single letter differences in the genetic code that appear more often in tall individuals compared to shorter individuals. By analyzing DNA from nearly 35,000 people, the researchers zeroed in on a difference in the HMGA2 gene — a ‘C’ written in the DNA code instead of a ‘T’. Inheriting the ‘C’-containing copy of the gene often makes people taller: one copy can add about a half centimeter in height while two copies can add almost a full centimeter.


“This is the first convincing result that explains how DNA can affect normal variation in human height,” said co-senior author Joel Hirschhorn, an associate member of the Broad Institute, a pediatric endocrinologist at Children’s Hospital Boston, and an associate professor of genetics at Harvard Medical School. “Because height is a complex trait, involving a variety of genetic and non-genetic factors, it can teach us valuable lessons about the genetic framework of other complex traits — such as diabetes, cancer and other common human diseases.”


In addition to being a textbook example of a complex trait, height is a common reason children are referred to medical specialists. Although short stature by itself typically does not signal cause for concern, delayed growth can sometimes reflect a serious underlying health condition. “By defining the genes that normally affect stature, we might someday be able to better reassure parents that their child’s height is within the range predicted by DNA, rather than a consequence of disease,” said Hirschhorn.


Nearly 90% of the variation in height among most human populations can be attributed to DNA. The remainder is due to environmental and lifestyle factors, such as nutrition. Although a few genes have been uncovered through studies of rare, single-gene stature disorders, most do not seem to be associated with height in the general population. Recent advances, including the completion of the HapMap project and the availability of large-scale research tools, enabled the scientists to take a systematic approach to understand how common genetic differences can impact a person’s height.


The results of the research team, which also includes co-senior authors Timothy Frayling of the Peninsula Medical School, Exeter and Mark McCarthy of the University of Oxford, spring from data made available in two recent genome-wide association studies of type 2 diabetes. The studies, one led by the Diabetes Genetics Initiative and the other by the Wellcome Trust Case Control Consortium, involved nearly 5,000 patients who generously volunteered DNA samples as well as pertinent clinical information, such as height and weight.


After scrutinizing the initial data, the scientists identified a single letter change — known as a single nucleotide polymorphism or SNP — in the HMGA2 gene as the most promising result. They collaborated with additional researchers to study this SNP through a second phase of analysis that encompassed nearly 30,000 individuals: adults and children from the Avon Longitudinal Study of Parents and Children (ALSPAC) and the Exeter Family Study of Childhood Health (EFSOCH), European adults taking part in a study of type 2 diabetes risk (UKT2D GCC), Finnish individuals participating in the FINRISK1997 health survey, and a set of tall and short European American and Polish adults assembled for studies of height. This two-pronged approach enabled co-first author Guillaume Lettre, a researcher at the Broad Institute and Children’s Hospital Boston, and his colleagues to convincingly prove that the DNA variation in HMGA2 influences height.


The genomic find, though, is not the only indication that HMGA2 affects height. Previous studies in mice and humans revealed that a handful of rare stature disorders result from severe mutations in the gene. Taken together, the findings provide strong evidence for a role for HMGA2 in height. However, the identified SNP accounts for just 0.3% of the normal variability in human stature, which means there are probably many others yet to be found. To do this, researchers will need to study even larger groups of individuals.


“Unlike most other complex traits, height is something that can be easily defined and measured in very large numbers of people,” said Hirschhorn. “Soon the scientific community will have access to many more large-scale genomic data sets, making it feasible to identify additional genes involved in height.”


While surprisingly little is known about how genes hardwire humans for growth, some initial clues have already surfaced as a result of the HMGA2 discovery. The gene is active in the first months of fetal growth and shuts off shortly before birth, suggesting it orchestrates growth-related events early in human development. Moreover, it appears to influence the overall longitudinal growth of the skeleton, as scientists found that the T-to-C change in the gene’s DNA sequence correlates with an increased length of both the limbs and spine in young children. HMGA2 has also been implicated in certain forms of cancer. Thus, further studies may help dissect the relationship between normal growth and the deranged growth central to cancer.
Hepatitis E in Europe -- are pigs or pork the problem?


Hepatitis E virus infections can be fatal in pregnant women, but until recently doctors thought the disease was confined to China, India and developing countries. Now Europeans are also contracting the disease here, say scientists today (Monday 3 September 2007) at the Society for General Microbiology’s 161st Meeting at the University of Edinburgh, UK, which runs from 3-6 September 2007.


Hepatitis E virus is one of the few viruses which has been shown to be transmitted directly from animals through food. It was recently thought to be confined to developing countries, and although scientists are still unsure exactly how it spreads to people, direct contact with pigs or eating contaminated pork products is a likely route.


“If this proves to be a relevant route for pig to human infection for Hepatitis E in Europe, food safety regulations might need to be adapted accordingly”, says Dutch researcher Erwin Duizer. “Where we do find Hepatitis E virus identified in Europe then the strain is usually closely related to the viruses found in pigs in the same country”.


Far fewer cases of Hepatitis E virus are reported than actually occur, since doctors currently rarely ask for the relevant diagnostic tests in many industrialized countries. Although they do not yet know the exact route for most infections, the scientists do know that these viruses can infect people if they eat infected pig’s livers without cooking them.


Genetic material from Hepatitis E viruses has already been detected in pig livers being offered for sale in Japan, USA and the Netherlands, proving that European pigs are in contact with Hepatitis E. Wild boar products could present a similar risk.


“To improve understanding of this disease, doctors should routinely start asking for Hepatitis E screening tests, even if the patient has not been travelling in India, China or other countries where they might expect to be at risk of infection” says Erwin Duizer. “Once more people are correctly diagnosed with viral Hepatitis E, they can be treated more effectively and we can learn more on the transmission routes. Current rates of diagnosis are up to13% of acute viral hepatitis patients in European countries, but we think the true rate is much higher. Up to 3% of blood donors in Europe show evidence of exposure to the virus through detectable antibodies”.


“We also need to quickly work out the local route of infection in Europeans, as knowing if Hepatitis E is directly caused by eating pork meat or liver, or caused by foods or people being in contact with pig faeces, will make it possible to implement effective preventive measures”, says Erwin Duizer.
Cooked ham with a 39 day shelf life


Cooked ham could soon be given a 39 day shelf life, according to scientists speaking today (Tuesday 4 September 2007) at the Society for General Microbiology¡¦s 161st Meeting at the University of Edinburgh, UK, which runs from 3-6 September 2007.


Traditional cooked ham has a maximum shelf life of three to four weeks (21-28 days), including the time from processing to shoppers buying the sliced meat in a supermarket. Currently cooked ham has 55% of the UK cooked meat market, and to maintain and expand this market processors are looking at new technologies to extend shelf life and open up new European markets for pork products.


"Many dairy products such as cheeses and yoghurts and some fermented meat products already use lactic acid producing bacteria to protect and preserve their products, and we know these are acceptable to consumers in terms of taste", says Roisin Lagan from the College of Agriculture, Food & Rural Enterprise in Cookstown, County Tyrone, Northern Ireland. "We investigated the possibility of extending the shelf life of cooked and sliced ham by treating it with a protective culture of Lactobacillus sakei, a common lactic acid producing bacterium".


When the commercially cured and then Lactobacillus treated meat was tasted by an untrained panel of consumers it was rated as tastier, with a better texture and overall more acceptability than the same conventionally treated ham. Chemical studies showed that the bacteria treated ham was drier and slightly more acidic than the conventionally preserved version of the meat.


The food scientists then looked at the shelf life of the new product and found that the lactic acid bacteria culture helped to prevent other types of bacteria from growing on the treated ham, protecting it from possible contamination by food poisoning bacteria or ones which would taint it by destroying its flavour and texture.


"This means that we have found a reliable and cost effective way of developing a tasty ham product with a maximum shelf life of 39 days when stored at 4 C" says Roisin Lagan. "This in turn will allow processors to have longer production runs leading to less wastage, thus reducing the environmental impact of storing and processing food waste. The increased shelf life will allow UK companies to compete more effectively on a global scale. Consumers will be assured a reliable, safe cooked ham product".
Psychiatrists are the least religious of all physicians

And religious physicians appear to be less willing to refer patients to them


A nationwide survey of the religious beliefs and practices of American physicians has found that the least religious of all medical specialties is psychiatry. Among psychiatrists who have a religion, more than twice as many are Jewish and far fewer are Protestant or Catholic, the two most common religions among physicians overall.


The study, published in the September 2007 issue of Psychiatric Services, also found that religious physicians, especially Protestants, are less likely to refer patients to psychiatrists, and more likely to send them to members of the clergy or to a religious counselor.


"Something about psychiatry, perhaps its historical ties to psychoanalysis and the anti-religious views of the early analysts such as Sigmund Freud, seems to dissuade religious medical students from choosing to specialize in this field," said study author Farr Curlin, MD, assistant professor of medicine at the University of Chicago. "It also seems to discourage religious physicians from referring their patients to psychiatrists."


"Previous surveys have documented the unusual religious profile of psychiatry," he said, "but this is the first study to suggest that that profile leads many physicians to look away from psychiatrists for help in responding to patients’ psychological and spiritual suffering."


"Because psychiatrists take care of patients struggling with emotional, personal and relational problems," Curlin said, "the gap between the religiousness of the average psychiatrist and her average patient may make it difficult for them to connect on a human level."


In 2003, to learn about the contribution of religious factors on physicians' clinical practices, Curlin and colleagues surveyed 1,820 practicing physicians from all specialties, including an augmented number of psychiatrists; 1,144 (63%) physicians responded, including 100 psychiatrists.


The survey contained questions about medical specialties, religion, and measures of what the researchers called intrinsic religiosity—the extent to which individuals embrace their religion as the "master motive that guides and gives meaning to their life."


Although 61 percent of all American physicians were either Protestant (39%) or Catholic (22%), only 37 percent of psychiatrists were Protestant (27%) or Catholic (10%). Twenty-nine percent were Jewish, compared to 13 percent of all physicians. Seventeen percent of psychiatrists listed their religion as "none," compared to only 10 percent of all doctors.


Curlin's survey also included this brief vignette, designed to present "ambiguous symptoms of psychological distress" as way measure the willingness of physicians to refer patients to psychiatrists.


"A patient presents to you with continued deep grieving two months after the death of his wife. If you were to refer the patient, to which of the following would you prefer to refer first" (a psychiatrist or psychologist, a clergy member or religious counselor, a health care chaplain, or other)."


Overall, 56 percent of physicians indicated they would refer such a patient to a psychiatrist or psychologist, 25 percent to a clergy member or other religious counselor, 7 percent to a health care chaplain and 12 percent to someone else.


Although Protestant physicians were only half as likely to send the patient to a psychiatrist, Jewish physicians were more likely to do so. Least likely were highly religious Protestants who attended church at least twice a month and looked to God for guidance "a great deal or quite a lot."


"Patients probably seek out, to some extent, physicians who share their views on life’s big questions," Curlin said. That may be especially true in psychiatry, where communication is so essential. The mismatch in religious beliefs between psychiatrists and patients may make it difficult for patients suffering from emotional or personal problems to find physicians who share their fundamental belief systems.
Pig study sheds new light on the colonisation of Europe by early farmers


The earliest domesticated pigs in Europe, which many archaeologists believed to be descended from European wild boar, were actually introduced from the Middle East by Stone Age farmers, new research suggests.


The research by an international team led by archaeologists at Durham University, which is published today in the academic journal Proceedings of the National Academies of Sciences USA, analysed mitochondrial DNA from ancient and modern pig remains. Its findings also suggest that the migration of an expanding Middle Eastern population, who brought their ‘farming package’ of domesticated plants, animals and distinctive pottery styles with them, actually ‘kickstarted’ the local domestication of the European wild boar.


While archaeologists already know that agriculture began about 12,000 years ago in the central and western parts of the Middle East, spreading rapidly across Europe between 6,800 – 4000BC, many outstanding questions remain about the mechanisms of just how it spread. This research sheds new and important light on the actual process of the establishment of farming in Europe.


Durham University’s Dr Keith Dobney explained: “Many archaeologists believe that farming spread through the diffusion of ideas and cultural exchange, not with the direct migration of people. However, the discovery and analysis of ancient Middle Eastern pig remains across Europe reveals that although cultural exchange did happen, Europe was definitely colonised by Middle Eastern farmers.


“A combination of rising population and possible climate change in the ‘fertile crescent’, which put pressure on land and resources, made them look for new places to settle, plant their crops and breed their animals and so they rapidly spread west into Europe.”


The research, funded by the Wellcome Trust, the Leverhulme Trust, the Arts and Humanities Research Council (AHRC) and the Smithsonian Institution also showed that within 500 years after the local domestication of the European wild boar, the new domestics completely replaced the Middle Eastern pigs that had arrived in Europe as part of the ‘farming package’.


Dr Greger Larson, who performed the genetic analysis said: “The domestic pigs that were derived from the European wild boar must have been considered vastly superior to those originally from Middle East, though at this point we have no idea why. In fact, the European domestic pigs were so successful that over the next several thousand years they spread across the continent and even back into the Middle East where they overtook the indigenous domestic pigs. For whatever reason, European pigs were the must have farm animal.”


The research is part of an ongoing research project based at Durham University which explores the role of animals in reconstructing early farming, ancient human migration and past trade and exchange networks around the world.
Pop stars more than twice as likely to die an early death

[Elvis to Eminem: quantifying the price of fame through early mortality of European and North American rock and pop stars Online First J Epidemiol Community Health 2007; doi


Rock and pop stars are more than twice as likely as the rest of the population to die an early death, and within a few years of becoming famous, reveals research published ahead of print in the Journal of Epidemiology and Community Health.


The findings are based on more than 1050 North American and European musicians and singers who shot to fame between 1956 and 1999.


All the musicians featured in the All Time Top 1000 albums, selected in 2000, and covering rock, punk, rap, R&B, electronica and new age genres.


How long the pop stars survived once they had achieved chart success and become famous was compared with the expected longevity of the general population, matched for age, sex, ethnicity and nationality, up to the end of 2005.


In all, 100 stars died between 1956 and 2005. The average age of death was 42 for North American stars and 35 for European stars.


Long term drug or alcohol problems accounted for more than one in four of the deaths.


When compared with the rest of the population in the UK and the US, rock and pop stars were around twice as likely to die early and even more likely to do so within five years of becoming famous.


Some 25 years after achieving fame, European pop stars returned to the same levels of life expectancy as the rest of the population.


But North American stars continued to experience higher death rates.


The music business would do well to take the health risks of substance abuse and risk taking behaviours more seriously, say the authors.


This is not only because of the long term effects on the stars themselves, but also because of the influence these stars exert on others.


One in 10 children in the UK aspires to become a pop star, say the authors, and the droves of eager hopefuls applying to take part in series such as the “X Factor,” confirm the attractiveness of this career option.


“Public health consideration needs to be given to preventing music icons promoting health-damaging behaviour amongst their emulators and fans,” say the authors.


Stars could do more to actively promote positive health messages, but these need to be backed up by example, they add.


“Where pop star behaviour remains typified by risk taking and substance use, it is unlikely that young people will see any positive health messages they champion as credible,” they warn.
Knee arthritis link to lung cancer

[Isolated knee monoarthritis heralding resectable non-small cell lung cancer: a paraneoplastic syndrome not previously described Online First Ann Rheum Dis 2007; doi: 10.1136/ard.2007.075333]


Arthritis of the knee may be the first sign of a type of lung cancer that is hard to treat in heavy smokers, suggests research published ahead of print in the Annals of the Rheumatic Diseases.


The researchers reviewed the case notes of all patients with rheumatic disorders, diagnosed at one tertiary referral centre over six years.


Between 2000 and 2005, more than 6500 new patients attended the clinic. Of these, 296 (4.4%) were cases of monoarthritis—inflammation in just one joint—of the knee.


Among this group of patients, the knee arthritis, which was very mild, was the first sign of as yet undiagnosed non-small cell lung cancer in just under 2%.


All the patients were middle aged men, who had been heavy smokers for most of their lives.


But in every case, the lung cancer was operable, and once the cancerous tissue had been removed, the knee symptoms subsided.


Non-small cell lung cancer is linked to other conditions, which feature abnormal growths, in up to 20 per cent of cases, say the authors. And spread to the bones occurs in around one in five cases.


But the authors note that it has not so far been linked to arthritis.


Non-small cell lung cancer is particularly difficult to treat unless caught early, and in over half the cases diagnosed, the disease is already advanced.


Features that could act as early warning signs are therefore especially important, say the authors.
Fat transforms vitamin C from 'good cop' into 'bad cop'

[Fat transforms ascorbic acid from inhibiting to promoting acid-catlysed N-nitrosation Online First Gut 2007; doi: 10.1136/gut.2007.12857]


Fat in the stomach may cause vitamin C to promote, rather than prevent, the formation of certain cancer causing chemicals, reveals research published ahead of print in the journal Gut.


The researchers analysed the impact of both fat (lipid) and vitamin C (ascorbic acid) on nitrite chemistry in the upper (proximal) stomach, which is especially vulnerable to pre-cancerous changes and tumour growth.


Nitrites, which are present in human saliva, and in certain preserved foodstuffs, may be converted to cancer causing compounds called nitrosamines.


Nitrosamines are formed in acidic conditions, such as those afforded by stomach acid, but vitamin C inhibits their formation, by converting nitrite to nitric oxide.


The researchers replicated the chemical conditions of the proximal stomach and measured the formation of nitrosamines, oxygen, and nitric oxide.


Without fat, vitamin C curbed the levels of two nitrosamines by a factor of between five and 1000. And it completely eliminated the production of the other two.


But when 10% fat was added, vitamin C actually boosted the production of nitrosamines between 8 and 140-fold.


Fat remains in the proximal stomach for some time after a meal and also makes up a substantial amount of the cells lining the stomach, say the authors.


Nitric oxide is formed when vitamin C reacts with nitrite in acid. However, the nitric oxide can diffuse into fat and then react with oxygen to form nitrosoamine generating chemicals.


The findings may be relevant to the recent observations that vitamin C supplements fail to reduce cancer risk, say the authors.
Large intensive care study reveals vital recommendations for treatment of brain injury patients


A landmark Australian and New Zealand intensive care study has provided vital information for the treatment of patients with brain injuries. The results of the SAFE-TBI Study, published today in the New England Journal of Medicine, confirm that the choice of resuscitation fluids affects the chances of patients with brain injury surviving.


Study leader Professor John Myburgh, from the Australian and New Zealand Intensive Care Society Clinical Trials Group (ANZICS CTG)and The George Institute for International Health explains, “Patients with brain injury require resuscitation fluids to promptly restore blood flow to the brain following trauma. Until now,clinicians were uncertain which fluid to use in this situation and there was wide variation in the types of fluids used in these patients. Our study confirmed that patients resuscitated with albumin-based fluidsimmediately following brain injury, had a higher death rate than those who received saline.”


In 2004, researchers from the ANZICS CTG, The George Institute for International Health and the Australian Red Cross Blood Service published the largest study ever performed in intensive care in the New England Journal of Medicine. The study, called the SAFE Study, was prompted by earlier reports from the United Kingdom, which suggested that the administration of albumin-based fluids used for the resuscitation of critically ill patients was associated with a higher rate of death. The SAFE Study, which studied almost 7000 patients in Australia and New Zealand, concluded that the death rate was the same when patients were given either albumin-based or saline-based fluids. However, a higher death rate was seen in those patients who had brain injuries due to trauma, caused by road traffic crashes or falls, and who received albumin-based fluids.


Given the importance of these results, the SAFE Study researchers conducted a detailed analysis of the patients with brain injuries (the SAFE-TBI Study) that included determining the death rate two years after the original injury as well as an assessment of the level of disability in those who survived.


Professor Myburgh said, “Our study provides compelling new data to guide clinicians in the choice of resuscitation fluids in patients with traumatic brain injury. These results will have a major impact on clinical practice guidelines for resuscitation of these patients.”


The SAFE-TBI Study also raises an important public health issue for millions of patients with brain injuries worldwide. “Given that traumatic brain injury results in considerable death and disability in all societies, but particularly in the developing world where trauma rates are increasing, it is important for doctors to know that a patient’s chances of survival can be substantially improved by the administration of a readily available and inexpensive fluid such as saline,” Professor Myburgh added.
Study reveals an ancient gene for lean


Researchers have revealed an antiobesity gene that has apparently been keeping critters lean during times of plenty since ancient times. The gene, first discovered by another team in flies, also keeps worms and mice trim, according to the new report in the September issue of Cell Metabolism, a publication of Cell Press. If the gene works similarly in humans, the findings could lead to a new weapon against our burgeoning waistlines, according to the researchers.


Animals without a working copy of the gene, known as Adipose (Adp), become obese and resistant to insulin, while those with increased Adp activity in fat tissue become slimmer, the researchers found. Moreover, the gene’s “dose” seems to determine how slender an animal turns out to be.


“Maybe if you could affect this gene, even just a little bit, you might have a beneficial effect on fat,” said Jonathan Graff of the University of Texas Southwestern Medical Center, noting that people often become overweight very gradually—adding just one or two pounds a year. “After 30 years, that’s a lot.”


While worms and flies are routinely studied as models of human health and disease, that trend has been less true in fat biology, Graff said. That’s because unlike mammals, worms and flies store their fat in multifunctional cells rather than in dedicated fat cells known as adipocytes. However, those differences didn’t preclude the possibility that the animals might use similar genes to accomplish their fat storage goals, he added.


In the new study, Graff’s team found that worms lacking Adp activity became fat, although they appeared to be otherwise healthy and fertile. The researchers scoured the genetic database in search of related genes and found one with “tremendous” similarity in flies.


Indeed, another scientist, Winifred Doane, had found a naturally occurring strain of plump flies in Nigeria almost 50 years ago that carried a mutation in their Adp gene. The flies lived in a climate marked by cycles of famine, where they may have benefited from being highly efficient at fat storage, Doane had suggested.


To explore Adp’s function even further, Graff and his colleagues produced a strain of mutant flies like those that Doane had found years earlier. They found that the mutant flies were indeed fat and also had trouble getting around. Flies with only one copy of the Adp mutation fell somewhere in between the fat and normal flies, evidence that the gene’s effects are “dose dependent,” they reported.


Treatments that increased Adp in the insects’ fat tissue led them to lose weight, evidence that the gene operates within fat cells themselves. In mice that expressed the gene in fat-storing tissues, the same patterns emerged.


“We made mice that expressed Adp in fat-storing tissues, and lo and behold, what happened"” Graff said. “They were skinny—weighed less with markedly less fat—and their fat cells were smaller.” Smaller fat cells usually translate into better metabolic function, he said, including better blood sugar control.


“It’s a striking conservation of genes that restrain fat,” he said. While fat storage is an important mechanism for getting through lean times, “too much fat in times of plenty has deleterious consequences.”


The search for molecules underlying weight gain and poor blood sugar control “has taken on additional urgency due to the recent dramatic increase in obesity and diabetes,” Graff said. But in a modern world where many people have essentially unlimited access to food, it’s a wonder that even more people aren’t overweight, he added. If this gene plays a similar role in humans, “it may be that some people’s Adp works very well.”
‘Livestock meltdown’ threatens developing world

* 13:45 04 September 2007

* NewScientist.com news service

* Catherine Brahic

Hardy breeds of livestock vital for world food supplies are dying out across developing countries, especially in Africa, farm scientists are warning. The researchers are calling for the creation of regional gene banks to save such breeds.


"There is a livestock meltdown under way across Africa, Asia and Latin America. Valuable breeds are disappearing at an alarming rate," Carlos Seré of the International Livestock Research Institute told a gathering convened by the UN Food and Agriculture Organization (FAO) in Interlaken, Switzerland. "In many cases we will not even know the true value of an existing breed until it has already gone."


Native breeds are increasingly being supplanted by high-yield Western farm animals, which may be less well able to adapt to their new environment in times of drought or disease, found a joint report by Seré's institute and the FAO on the diversity of farm animals in 169 countries.


For example, in northern Vietnam, local breeds made up 72% of the pig population in 1994, but eight years later the proportion had dropped to 26%. Of the 15 local pig breeds, 10 now face possible extinction.

Tougher cattle


The black and white Holstein-Friesian dairy cow has high milk yields, and is now found in 128 countries and all of the world's regions. Fast egg-laying white leghorn chickens and quick-growing large white pigs are other examples of high-yield stock.


These breeds offer high volumes of meat, milk and eggs. But the researchers warn that the growing reliance on a handful of farm animal species is causing the loss on average of one livestock breed every month in developing countries.


And over the longer term, the imported breeds may not cope with unpredictable environmental change or outbreaks of indigenous disease.


For example, many experts predict that Uganda's indigenous Ankole cattle, famous their graceful and gigantic horns, could be extinct within 20 years because they are being rapidly supplanted by Holstein-Friesians.


Yet, during a recent drought, farmers who had kept their Ankole were able to walk them long distances to water sources, while those who had switched to the imported breeds lost their entire herds, Seré told the meeting.

Gene banks


"For the foreseeable future," says Seré, "farm animals will continue to create means for hundreds of millions of people to escape absolute poverty."


He is calling for the creation of gene banks to store semen, eggs and embryos of farm animals. Seré says such gene banks have been set up in Europe, the US, China, India and parts of Latin America, but are absent from Africa.


But gene banks are just one step needed to better manage farm animals in developing countries, Seré says. The other steps he suggests are:

• Encouraging farmers to maintain a diversity of breeds

• Making it easier for farm animals to cross national borders with their owners

• Generate "landscape genomics", which help predict which breeds are best suited to different environments around the globe
Childhood TV viewing linked to teen attention problems

* 14:05 04 September 2007

* NewScientist.com news service

* Reuters and New Scientist staff


Watching television more than two hours a day early in life can lead to attention problems later in adolescence, according to a large long-term study.


The roughly 40% increase in attention problems among "heavy" TV viewers was observed in both boys and girls, and was independent of whether a diagnosis of attention deficit/hyperactivity disorder was made prior to adolescence.


"Those who watched more than two hours, and particularly those who watched more than three hours, of television per day during childhood had above-average symptoms of attention problems in adolescence," Erik Landhuis of the University of Otago in Dunedin, New Zealand, wrote in his report, published in Pediatrics on Tuesday.


Symptoms of attention problems included short attention span, poor concentration, and being easily distracted. The findings could not be explained by early-life attention difficulties, socio-economic factors, or intelligence, says the team.


"This latest study adds to the growing body of evidence that suggests parents should take steps to limit the amount of TV their children watch," adds Bob Hancox, one of the researchers.

Mundane reality


The team studied the long-term habits and behaviours of more than 1000 children born in Dunedin, between April 1972 and March 1973. The children aged 5 to 11 watched an average of 2.05 hours of weekday television. From age 13 to 15, time spent in front of the television rose to an average of 3.1 hours a day.


Young children who watched a lot of television were more likely to continue the habit as they got older, but even if they did not, the damage was done, the study said.


"This suggests that the effects of childhood viewing on attention may be long lasting," Landhuis notes. He offers several possible explanations for the association.


One is that the rapid scene changes common to many TV programs may overstimulate the developing brain of a young child, and could make reality seem boring by comparison.


"Hence, children who watch a lot of television may become less tolerant of slower-paced and more mundane tasks, such as school work," he writes.

Net effects


It is also possible that TV viewing may supplant other activities that promote concentration, such as reading, games, sports and play, he says. The lack of participation inherent in TV watching might also condition children when it comes to other activities.


The study is not proof that TV viewing causes attention problems, Landhuis notes, because it may be that children prone to attention problems may be drawn to watching television. "However, our results show that the net effect of television seems to be adverse."


Previous studies have linked the sedentary habit of TV watching among children to obesity and diabetes, amongst other public health issues, see Childhood TV and gaming is 'major public health issue).
Personal Health

For Living Donors, Many Risks to Weigh

By JANE E. BRODY
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Linda Fox of Brooklyn donated a lobe of her liver to save her husband, whose own liver had failed. The transplant took, and Ms. Fox said although recovery from the surgery was no picnic, she would willingly do it again.


Will Maloney, also of Brooklyn, donated a kidney to his brother, who was struggling to survive with the aid of dialysis. The operation was anything but simple, and Mr. Maloney suffered significant complications. Worse yet, the transplanted organ quickly failed, and his brother was again in need of a donated kidney, which he eventually received from a deceased donor.


In 2004 and 2005, the number of organ donations from living donors surpassed those from dead donors. And although dead donors are once again more common, many people risk surgery and the loss of an organ to save the lives of people they love — and increasingly of strangers, as well. 


In addition to a kidney and lobe of a liver, living donors can give the lobe of a lung and bone marrow. Almost half of all kidney donors in the United States are living donors, a total of 6,434 last year. Living donors last year also provided lobes of the liver to 288 recipients and lobes of a lung to five recipients. Transplants between unrelated donors are now highly successful, thanks to improved methods of immune suppression that reduce the need for close tissue matching to prevent rejection.
Stuart Bradford

But many problems can complicate transplants from live donors. It is important that potential donors know about them and take the time to resolve them before deciding whether to go ahead with a donation, which carries the potential for serious physical and emotional risks.

Ethical Concerns


Dr. Robert D. Truog, professor of medical ethics and anesthesia at the Harvard Medical School, lists three categories of living organ donation: directed donation, to a loved one or friend; nondirected donation, in which the organ goes to the general pool to be transplanted into the recipient at the top of the waiting list; and directed donation to a stranger, in which a donor gives to a specific person with whom there is no emotional connection.


And, Dr. Truog added in an essay in The New England Journal of Medicine in August 2005, “Each type of donation prompts distinct ethical concerns.”


When, as with Ms. Fox and Mr. Maloney, the donated organ is destined for a loved one or friend, there is the possibility of coercion — intense pressure on the potential donor to risk the surgery, as well as the chance that the transplant will not succeed. For those who do not want to go forward with a living organ donation and say so to the doctors involved, transplant teams are typically willing to provide a reasonable medical excuse to enable the person to bow out gracefully.


But, Dr. Truog noted, there are “situations in which people feel compelled to donate regardless of the consequences to themselves.” He told of a case in which a child was dying of respiratory failure. Both parents “insisted on donating lobes of their lungs in a desperate but unsuccessful attempt to save her life.”


He maintains that in such cases it is not enough to obtain informed consent from the potential donor. Rather, he said, “physicians are obligated to prevent people from making potentially life-threatening sacrifices, unless the chance of success is proportionately large.”


In nondirected donations to the general transplant pool, it is important to explore what has motivated the person to make such a sacrifice for an anonymous recipient.


The possibilities include personality or emotional disturbances like depression, low self-esteem, an abnormal desire for attention or a desire to become involved in the recipient’s life. Or the person may simply want to repay a kindness to society, perhaps because a loved one’s life was saved by an organ from a deceased donor.


But when the motive is suspect, transplant teams are supposed to assess the reasons and prohibit donations that raise serious concerns.

Helping Strangers


Recently, there has been an increase in organ donations directed to strangers who may advertise their need for transplants through the news media, the Internet and even on billboards. Although there is nothing illegal about soliciting a donor organ, the practice is inherently unfair and raises the possibility of buying and selling organs, which the medical community considers highly unethical. Donated organs are considered a “gift of life,” not a commodity to be bought and sold.


There is a national list of people awaiting transplants, and those who are the sickest, though rarely the wealthiest, are at the top. But when donations are directed to strangers, potential recipients “who have the most compelling stories and the means to advertise their plight tend to be the ones who get the organs, rather than those most in need,” Dr. Truog said.


There are other possible wrinkles in donations directed to strangers. The donor may insist that the donation not go to a recipient of a particular race, religion or ethnic group. One case, in which a white brain-dead donor specified that his organs go just to white recipients, prompted Florida to pass a law prohibiting patients and families from restricting donations in this way.


Another case was less clear-cut. A Jewish man in New York learned of a Jewish child in Los Angeles who needed a kidney and said he would donate a kidney to help this child. This is clearly a discriminatory donation, even though it would enable those below the child on the transplant list to move up a notch. On the other hand, if the donation was not allowed, no one would benefit, because the man would not offer his kidney to anyone else.

Live Donor Swaps


Pressure is mounting to establish a national registry of live donors, people who were willing to donate organs to relatives or friends but were not good matches.


Through such a registry, patients anywhere in the country could “swap” one of their donors who is not a match for a donor who is. Such programs have the potential to increase significantly the donor pool and the success of transplants, because the surgery can be done before the patient is deathly ill. In recent years, small donor exchange programs have been established by the Johns Hopkins Medical Center, the New England Organ Bank and the Ohio Paired Donation Consortium.
Change in Older Brains Tied to Use of Statins

By NICHOLAS BAKALAR

Elderly people taking statins had fewer of the twisted nerve-cell fibers that are common in the brains of patients with Alzheimer’s disease, researchers reported last week in a study based on brain autopsies.


The significance of the finding remains unclear, but this is the first time the potential effects of the cholesterol-lowering statins on brain pathology have been assessed by autopsy. Epidemiological studies of statins and Alzheimer’s have had mixed results.


The researchers examined the brains of 110 men and women ages 65 to 79 who were enrolled in a larger study of dementia and had donated their brains for research. All were under 80 at enrollment, and one-third had taken statins for an average of five years before death. Simvastatin (Zocor) and lovastatin (Mevacor or Altocor) were the most common prescriptions.


Even though there was no difference in the incidence of apparent dementia in statin users compared with nonusers, the statin users had fewer small brain lesions and fewer of the twisted fibers called neurofibrillary tangles, even after controlling for sex, age at death, brain weight and other variables.


There was also an association between statin use and the presence of fewer amyloid plaques, the dead and dying nerve cells that are also typical of Alzheimer’s, but it did not reach statistical significance.


“I think that findings from this study are exciting, novel and have important implications for prevention strategies,” said Dr. Ge Li, the lead author and an assistant professor of psychiatry at the University of Washington. “But more research must be done before statin therapy can be recommended for either the prevention or treatment of Alzheimer’s disease.”


Still, Dr. Li continued, “Statins don’t just lower cholesterol, but have other effects that are not well understood. In this study we didn’t really try to understand the mechanisms, but I think that the link to Alzheimer’s could be through cholesterol lowering or other properties of the medicines.”


The study, published in the Aug. 28 issue of Neurology, used a representative sample of community-dwelling elderly subjects, but selection may have been biased by the fact that it relied on a group of people who had given permission to be autopsied. Also, the overall mortality rate in statin users was lower than in nonusers, and statin treatment may have been withheld from the sickest patients.


Dr. Andrew J. Dwork, an associate professor of clinical pathology at Columbia who was not involved in the work, said that an observational study like this could not prove that statins affected the presence of tangles and plaques in the brain, and that there was little evidence that statins had any effect at all on Alzheimer’s.


Nevertheless, Dr. Dwork said, “This is an interesting study and it’s important to do this kind of work, especially because you’re in a situation where it’s difficult or impossible to do a randomized, double-blind study.”


Another researcher not involved in the work, Peter P. Zandi, an assistant professor of psychiatric epidemiology at the Johns Hopkins Bloomberg School of Public Health, said the study encouraged further investigation of the potential effects of statins, but like Dr. Li, he cautioned against changing medications based on one study. “Further evidence is needed before we can make recommendations to the public about the use of statins,” Dr. Zandi said.


While acknowledging the study’s limitations, Dr. Li said it was an important beginning. “This is the first time we have linked brain changes to statin use,” she said. “It’s a first step toward understanding the mechanism of Alzheimer’s disease and moving toward strategies for prevention.”
Heirs to a Rare Legacy in New Mexico

By BEN DAITZ, M.D.

ALBUQUERQUE, Sept. 3 — In 1598, Joyce Gonzalez’s great- great- great- great -great -great -great -great -great -great -grandfather followed the famous conquistador Juan de Oñate from Spain to Mexico, then north on the Camino Real, the Royal Road to Santa Fe.


In the 1800s, one of Mary Ann Chavez’s distant relatives, possibly a French fur trapper and trader from Quebec, also made his way into northern New Mexico.


Mrs. Chavez and Mrs. Gonzalez, though not related, share a Hispanic heritage and a fascination with genealogy. They also share the burden of having forebears with genetic diseases that, like the remote mountain villages in this region, have remained largely hidden from medical diagnosis and treatment. Now, thanks to the efforts of patient advocates and the work of a clinic here at the University of New Mexico Medical School, these illnesses are finally being confronted and studied.


“We call it the family curse,” said Mrs. Chavez, 73, “and you don’t know you’ve got it until you’re 40 or 50 when your eyelids start to droop, and you begin to have trouble swallowing and get muscle weakness.”


The illness is called oculopharyngeal muscular dystrophy, or OPMD, and the largest group of Americans affected are Hispanics living in northern New Mexico. They are descendants of the wandering French-Canadian or, perhaps, early Spanish colonists. Mrs. Chavez’s son, her brother and innumerable aunts, uncles and cousins have all inherited the disease.


OPMD is caused by a genetic mutation first identified by Canadian researchers in Quebec, where the largest population of affected individuals in North America is found. The defective gene is thought to have been introduced by three French sisters who came to Canada in 1648. OPMD has now been identified in 29 countries, including Spain, France, Britain and Israel.


Mrs. Gonzalez’s disease is cavernous angioma, also called C.C.M., for cerebral cavernous malformation. It is caused by abnormal blood vessels that form raspberrylike clusters in the brain and spinal cord. If these angiomas bleed or press against structures in the central nervous system, they can produce seizures, neurological deficits, hemorrhages and headaches.


Cavernous angiomas occur sporadically in the general population, but 20 percent are inheritable, and the disease is found at a much higher rate in Mexican-American families, particularly in northern New Mexico. Like OPMD, it is an autosomal dominant disease, meaning that each child of an affected parent has a 50 percent chance of inheriting it.


“I had just put my left arm down on the kitchen table when I experienced this intense pain from the tips of my fingers to my elbow,” said Mrs. Gonzalez, 50. “It felt like my whole arm was burning.” Her pain spread to her right arm and lasted on and off for 15 years until an M.R.I. found an angioma in her cervical spinal cord. It was surgically removed three years ago and she is largely free of symptoms.


Mrs. Gonzalez and others with the familial condition often have multiple angiomas — and as she casually points to her temple, she says she has five more, including three in her brain stem that are surgically inaccessible.


“My greatest gift,” she said, “has been knowing that my two children have been tested, and miraculously they’re both negative” for the gene that causes the malformation.


That gene, called CCM1, seems to be found uniquely in Mexican-Americans, and this same genetic mutation caused the recent cerebral hemorrhagic death of Mrs. Gonzalez’s 9-year-old second cousin. Many relatives in her mother’s family have had seizures, and Mrs. Gonzalez has persuaded nine relatives to undergo genetic testing. Five of the nine were positive for the CCM1 gene, and all have angiomas in their brainstems.


“The Hispanic families that have lived here for 300 or 400 years — we’re practically all cousins,” she said. That led her to trace the genealogies of four other Hispanic families with histories of cerebral cavernous malformation. She held a complex genealogical chart whose five converging family trees pointed to Gerónimo Márquez, the 16th-century patriarch of her family. “He could be the guy that brought it for all of us,” she said.


Dr. Connie Lee, director of the Angioma Alliance, a volunteer support group, estimates that tens of thousands of Hispanics carry the common CCM1 gene and do not know it. The Spanish cyclist Alberto Contador is one of them: he collapsed with seizures during a race in 2004. Surgeons found an angioma in his brain and repaired it. This summer, he won the Tour de France.


Recently, Charlie Abeyta, his wife and two close relatives jammed into an exam room with Dr. Leslie Morrison, an assistant professor of neurology at the University of New Mexico School of Medicine who is director of its OPMD and cavernous malformation clinics.


Mr. Abeyta, a 74-year-old carpenter with OPMD, had driven from his home in southern Colorado to see Dr. Morrison. As she watched him climb onto the exam table, she asked, “Trouble getting out of chairs?” Mr. Abeyta acknowledged a little difficulty, but added that he was still able to work. His real problem, he said as his family nodded in affirmation, was that it took him 40 minutes to eat a hamburger. Still, his eyelids were working fairly well after three operations.


Dr. Morrison sketched a genetic pedigree as she listened to the Abeyta family discuss whether various aunts, uncles and cousins had symptoms of ptosis (eyelid drop), dysphagia (trouble swallowing) or hip and shoulder weakness, the primary hallmarks of OPMD. Genetic testing had already confirmed that two of Mr. Abeyta’s three sisters, and four of their nine children, were positive. “We’re always on the lookout for people tilting their heads back to see better, because their eyelids fall down,” Dr. Morrison said.


Her clinic helps coordinate referrals for so-called sling procedures, surgery in which the eyelid is drawn up to a normal position and suspended from a muscle in the forehead. Swallowing difficulties may be treated with esophageal dilation, or even Botox injections to relax the swallowing muscles.


“Patients with OPMD have a normal life expectancy,” Dr. Morrison said, “but patients with more severe OPMD may end up in wheelchairs with feeding tubes. There’s a lot of variability in how the disease is expressed, even within the same family. “


Dr. Morrison also sees Mrs. Gonzalez, her relatives and more than 50 other families in the cavernous malformation clinic. Genetic testing and magnetic resonance imaging have greatly improved the diagnosis and monitoring of C.C.M. patients; treatments include seizure and headache medication, and neurosurgery to treat surgically accessible angiomas that have recently bled or that threaten vital functions.


“Mexican-Americans now live all over the country, and the genetic implications — that you can pass these two diseases on to half your kids — mean that health practitioners and patients, particularly those in the Southwest, need to be aware of the symptoms,” Dr. Morrison said. “If you have seizures, recurrent headaches or strokelike symptoms, tell your doctor about angiomas or cavernous malformation.


“And if you always thought that droopy eyelids and trouble swallowing was a family trait, think again,” she continued. “Think about OPMD.”
Cases

In the Blink of an Eye, a Vision of Disaster

By LINDA SIMON

One night, sitting in the dark in my car, I see, out of the corner of my eye, something flashing. An emergency vehicle has pulled up behind me, I think, the lights on its roof spinning ominously. It has come to retrieve a body, to speed someone to the hospital, to gather the injured. I turn my head, expecting to see a disaster. But nothing is there. Just the flashing. I know this is not a good sign.


The next morning, in a room flooded with sunlight, there is another development: shadowy spots tumble and swirl, as if tenacious, persistent flies were circling my head. Eye floaters are common, of course, and I have noticed them before, but never like this. Now I am assaulted by shadows that come and go and come again. They swarm like a plague, like warnings of darkness.


I present myself to the doctor for investigation: myself, which overnight has become my eye. First it is numbed, then the pupil is dilated, then it is peered into through a special magnifying lens. I sit in the dark examining room and think dark thoughts.


The flashes flash from time to time, capriciously, or maybe urgently. The eye doctor looks intently. How are you doing? he asks; You’re doing well, he answers. I do not reply except to comment, Not so well, really.


He is quick to reassure: everything seems fine, he says, as he looks and looks. Here is what he explains: the eye is filled with a clear, jellylike fluid, the vitreous gel, that begins to shrink as we get older. When the gel pulls from the retina, we see flashes. If the gel forms little clumps, we see their shadows as floaters.


Everything seems fine, he tells me again, as he gives me directions. Obediently, I look to the left, to the right, to the floor, to the ceiling, to clouds rushing in a storm, to a brambly trail that I’ve never before taken. He is examining the retina for bleeding, for signs of detachment, which would be uncommon, he says. Somehow, in an optical illusion, I can see an image of what he sees: a shimmering web of blood vessels, a map of a landscape laced with rivulets. It may be a map of the soul; that is how fragile it looks, how luminous.


This happens to everyone, he tells me finally. This trouble, the flashing and floaters, is normal. It is so normal, in fact, that there is a cheerful handout describing the process. I can take it home as a reference. The handout says: To make floaters disappear, just blink.


I am suddenly aware of seeing, and, of course, of not seeing. The drying up, the shrinking, this can be easy, or it can go wrong. The supple jelly within my eye wants to wrest itself from my retina, and it may do so aggressively. It may, in fact, tear something fragile. Usually, in the gradual process of shrinking, no tear occurs. Still, I need to be on the lookout, the doctor says: in rare cases, a veil may descend, or a veil may rise across my field of vision. This will be worse than floaters. I can see past them, after all. I can even get used to them. But a veil is an emergency.


Now, I am worried about traveling out of range of the eye doctor, the special potions for numbing and dilating, the magical lens for investigation. If there is an emergency, where is the nearest emergency room? Cities with world-renowned eye clinics: these will be my destinations, just in case.


I would like to take charge, but here is another thing I understand: There is nothing I can do. No amount of broccoli, no exercises, no vitamin supplement, no herbal remedy, no wines red or white, not even dark chocolate, will affect the flashing one way or another. Nothing will dissolve the floaters. This powerlessness is a fear in itself.


Still, the eye doctor is happy to advise. Perhaps there is something I should avoid: I should not jump on a trampoline. The day before the flashing, anything was possible. Now, although I had never coveted bouncing, a trampoline becomes my heart’s desire.

Everything happens to everyone, including death. Along the way, there will be annoyances — from an eye, an ear, a knee, a hip. Like floaters, they will cast a shadow. What was clear will be obscured, what was bright, darker. I can look up, I can look down, I can only look away.


I blink, and at the very edge of my range of sight, faintly, almost imperceptibly, a gossamer veil appears. I blink. It disappears, and I blink again.


Linda Simon teaches English at Skidmore College. Her book “Henry James: Creating a Master” will be published in the fall.
Basics

A Supple Casing, Prone to Damage

By NATALIE ANGIER

Grimly determined this past summer to enjoy myself and humor my family, I foolishly ventured outdoors during daylight hours on multiple occasions, including three pointless trips to the beach. Although I always wore sunscreen, sunglasses, a hat and as much clothing as I could get away with and not look like a homeless person, I nevertheless ended up with a few unwanted solar souvenirs. There’s a kind of a praline speckling to my forearms now, reverse sandal stripes on my feet, and a bright white wristwatch outline should I ever need help accessorizing in a cave.


As I survey the sharp tan lines and flaking faces that surround me, I see that I am hardly alone. When it comes to how we treat our birthday suits, it seems, we are like 2-year-olds: more concerned with the wrapping and ribbons than with the present itself. We spend billions of dollars a year on makeup and skin-care products, yet we’re slipshod about the one measure that dermatologists emphasize is essential for the long-term health, strength and bounce of our skin: guarding it against ultraviolet radiation.


That means applying full-spectrum sunscreen every day of the year, and by the gob, not the gossamer, and reapplying it later even if you’re in a bad mood and don’t feel like it. It also means skipping the tanning salons, forever decoupling the words “fit” and “tanned,” and retreating from the fiercest light of midday, back to a shady oasis, where you can contemplate the complexity, multidexterity and deep beauty of the organ called skin.


That skin merits designation as an organ is not an effort to lend scientific seriousness to a body part often considered superficial compared with meaty organ kingpins like the heart, liver and brain. For one thing, as burn victims demonstrate all too tragically, you can no more survive without your skin than you can without your lungs. For another, according to Nina G. Jablonski, a professor of anthropology at Penn State University and author of “Skin: A Natural History,” the definition of an organ is a set of tissues working together toward a common end and outfitted with an independent supply of blood and nerves. “Skin is like that,” she said. “It has its own blood supply, its own nerve supply and its own set of commitments, which are many and wondrous.”


Skin keeps the outside out and offers the first line of defense against the microbial multitudes that might otherwise make of us bed, breakfast and birthing room. Skin keeps the inside in, keeps our fluids from leaking out and allows us to carry our own piece of sea. If you didn’t have your skin, according to Elaine Fuchs, who studies the biology of skin and hair at Rockefeller University, you would dehydrate and die.


With its rich array of sensory receptors, skin is the bridge between private and public, wary self and beckoning other. Through the touch of its mother, a baby learns it is loved.


By many measures, skin is the largest organ of the human body, averaging 20 square feet in surface area — roughly enough to cover the top of a twin mattress — and weighing about nine pounds. It consists of some 20 types of cells divided into two basic domains, the thin part we see and the thick understory we pinch. The top layer, or epidermis, is about the thickness of cellophane, although that thickness varies considerably across the body, from a thin point a mere five cells across on the scalp, to serious thickness of hundreds of cells on the palms of the hands and the balls of the feet. The epidermis is constantly sloughing off from above and being rebuilt from a pool of dividing stem cells at the innermost epidermal layer. Over a period of about four weeks, a newborn skin cell will detach from the starter pool and begin heading upward, gradually shedding such unnecessary cellular baggage as its nucleus, and cross-linking its primary content, the tough, stretchy protein keratin, into ever tighter bundles, and secreting a drizzle of greasy lipids that help lend skin its Saran-wrap seal.


By the time a fully matured epidermal cell reaches the light, Dr. Fuchs said, it’s essentially a dead sack full of highly cross-linked keratin filaments. Much of the dust in your house consists of just such shed keratin sacks.


Also embedded in the epidermis are the melanocytes, cells that make the melanin pigments that color our skin varying shades of brown, ocher and glue. Melanin serves as the skin’s primary defense against excess ultraviolet radiation, and tanning is the result of stepped-up melanin production, the body’s frantic effort to protect the DNA molecules of underlying skin cells from gluttonous doses of sun.


In most animals, including our close kin the chimpanzee, melanocyte production centers on the hair follicles, coloring the fur while leaving the underlying skin pale. But as early humans shed their pelts, Dr. Jablonski said, the better to sweat away heat in their increasingly active hunting and gathering lives, the demand for protective melanic output moved into the skin.


Skin needs ultraviolet radiation to begin the synthesis of vitamin D, but dermatologists say you can probably get the necessary electromagnetic input from a mere 20 minutes of sun exposure a week, as you go about your daily affairs, sunblocked and sans beach.


Beneath the epidermis is the thicker dermis, the part of an animal’s hide that is chemically tanned to give us leather. The dermis is a clotted forest of blood vessels, nerves, sweat glands, hair follicles, piloerector muscles to make the product of those follicles stand on end, immune cells to battle infection, and fibroblasts, the all-important cells that synthesize collagen. More than three-quarters of skin’s dry weight consists of collagen, proteins that look and act like ropes and help anchor the dermis to the restless epidermal roofline above. Interwoven with collagen are pliant twists of the protein elastin, the source of our skin’s power to spring back into shape after stretching.


Our skin bends over backward and puts itself out and saves face and rejuvenates and exfoliates for us, year after year, but time takes its toll. With age it gets thinner, losing collagen and elastin and the fingerlike anchors that help keep our epidermis in place. The connective fibers that remain become stiffer and weaker and more chaotically cross-linked. Chronic sun exposure can hasten the breakdown by 10 years or more, which is why come next summer, I plan to go spelunking.
Virus Is Seen as Suspect in Death of Honeybees

By ANDREW C. REVKIN


Scientists sifting genetic material from thriving and ailing bee colonies say a virus appears to be a prime suspect — but is unlikely to be the only culprit — in the mass die-offs of honeybees reported last fall and winter.


The die-offs, in which adult bees typically vanished without returning to hives, were reported by about a fourth of the nation’s commercial beekeepers. The losses captured public attention as rumors swirled about causes, like climate change, cellphone signals and genetically-modified crops. Scientists have rejected those theories.


Now, one bee disease, called Israeli acute paralysis virus, seems strongly associated with the beekeeping operations that experienced big losses, a large research group has concluded, although members of the team emphasized that they had not proved the virus caused the die-offs.


“I hope no one goes away with the idea that we’ve actually solved the problem,” said Jeffrey S. Pettis, an entomologist with the Department of Agriculture and co-director of a national group working on the puzzle, which has been given the name colony collapse disorder.


The project involved an unusual partnership between entomologists and scientists working at the leading edge of human genetic research. It employed the same technology being used to decode Neanderthal DNA and the personal genome of James Watson, a co-discoverer of the structure of DNA.


The research was described yesterday in Science Express, the online edition of the journal Science. Details are available at eurekalert.org/bees.


Even with the caveats, the possible identification of a virus involved in large bee die-offs is “exceptionally important,” said May Berenbaum, who heads the entomology department at the University of Illinois, Urbana-Champaign, and was not involved in the study. “Among other things, figuring out where this one came from will help us prevent future problems.”


Dr. Berenbaum, who led a 2006 National Academies study of problems with bees and other pollinators, said that finding ways to swiftly home in on novel diseases is ever more important in a globally linked economy. She noted that the first reports of the latest bee die-offs in the United States came in 2004, the first year the country allowed the import of honeybees — from Australia in this case — since 1922.


The new study found evidence of the virus in some Australian bee samples, although that country has not reported die-offs like those seen in the United States.


Dr. Pettis said that even if the virus was involved, it was likely that more than one factor had to align for a hive to collapse, with another possible influence being poor nutrition. Most of the colonies that had big losses last winter were in areas that experienced drought a few months beforehand, and thus a lack of nectar in flowers, he said.


Another factor, Dr. Pettis said, could be the stress that comes from the increasingly industrial-style beekeeping operations in the United States, in which truckloads of hives crisscross the country to pollinate California almonds or Florida orchards each season.


But the virus stands out as a top suspect. While seven viruses and a host of bacteria and parasites were identified in the genetic screening, only the Israeli bee virus, first identified in 2004, was strongly tied to the samples taken from keepers who reported the collapse disorder.


While the virus was first identified by scientists in Israel, it appears to exist in many parts of the world, said W. Ian Lipkin, an author of the new study and director of the Center for Infection and Immunology of Columbia University. In Israel, the virus also seems to produce bee symptoms not reported in the United States, including a pattern of finding dead bees near hives.


Dr. Lipkin, whose focus is human disease, became involved because the quest for a cause for the beehive collapses employed new genetic sifting techniques that he said might also prove useful in investigating outbreaks of human diseases.


One hint of the involvement of an infectious agent, he said, was the recent finding that abandoned hives sterilized with radiation could be repopulated with healthy bees.


The study initially examined bees from four beekeepers who reported die-offs, as well as healthy bees from Hawaii and Pennsylvania. Genetic material was extracted and analyzed with a machine from 454 Life Sciences, a company immersed in the race to make gene sequencing a fast, cheap technology.


Statistical analysis showed that a colony with the Israeli virus was 65 times more likely to have had the collapse disorder than one without it. To try to clarify cause and effect, the researchers said they were preparing a new suite of tests in which isolated bee colonies would be intentionally infected with the virus, both with and without possible secondary causes like certain parasites.
In the Genome Race, the Sequel Is Personal

By NICHOLAS WADE

The race to decode the human genome may not be entirely over: the loser has come up with a new approach that may let him prevail in the end.


In 2003, a government-financed consortium of academic centers announced it had completed the human genome, fending off a determined challenge from the biologist J. Craig Venter. The consortium’s genome comprised just half the DNA contained in a normal cell, and the DNA used in the project came from a group of people from different racial and ethnic backgrounds.
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But the loser in the race, Dr. Venter, could still have the last word. In a paper published today, his research team is announcing that it has decoded a new version of the human genome that some experts believe may be better than the consortium’s.


Called a full, or diploid genome, it consists of the DNA in both sets of chromosomes, one from each parent, and it is the normal genome possessed by almost all the body’s cells. And the genome the team has decoded belongs to just one person: Dr. Venter.


The new genome, Dr. Venter’s team reports, makes clear that the variation in the genetic programming carried by an individual is much greater than expected. In at least 44 percent of Dr. Venter’s genes, the copies inherited from his mother differ from those inherited from his father, according to the analysis published in Tuesday’s issue of PLoS Biology.


Huntington F. Willard, a geneticist at Duke University who has had early access to Dr. Venter’s genome sequence, said that the quality of the new genome was “exceptionally high” and that “until the next genome comes along this is the gold standard right now.”


Dr. Willard said it was “hugely better” than the consortium’s sequence, at least for his particular research interest. 


“I don’t want to fan the fires but I like this, it’s a really good genome,” said Edward M. Rubin, a genome expert at the Lawrence Berkeley National Laboratory.


Dr. Venter’s race with the consortium began in 1998 when he spotted a quicker method of decoding the human genome. He tried to wrest this rich scientific prize from his academic rivals by co-founding a genome-decoding company called Celera. By June 2000, the two sides were neck and neck preparing a draft sequence of the genome. But in January 2002, Dr. Venter was abruptly fired as president of Celera. The consortium went on to claim victory when it announced its completion of the genome the next year.


But the consortium’s genome, though immensely useful to biologists, was full of gaps and only complete in the sense that it was the best that could be done with existing technology.


Dr. Venter has spent the last five years and an extra $10 million of his institute’s money in improving the draft genome he prepared at Celera. That genome was based mostly on his own DNA, and the new diploid version is entirely so. His critics may accuse him of an egocentricity of considerable dimension, but by analyzing his own genome he has sidestepped the problems of privacy and consent that could have arisen with other people’s DNA when he made the whole sequence publicly available, as he is doing now.


Like James Watson, the co-discoverer of DNA, whose genome is also being decoded, Dr. Venter believes strongly in making individual DNA sequences public to advance knowledge and hasten the era of personalized genomic medicine.


If other experts find that Dr. Venter’s genome is the best available, could it be said that he won the human genome race after all?


“There is this long history of Craig’s vanity, which for much of the scientific community is irritating,” Dr. Rubin said, declining to give a direct answer.


Asked the same question, Dr. Venter replied: “I’m not sure I’d want to be the one to say that, but we’re not through racing yet. I’ll let you know when we’ve stopped.”


James Shreeve, author of “The Genome War,” said, “I think he already believes he’s the true winner of the genome race for what he did at Celera,” noting that the consortium, too, believed it had won.


Though there are now novel technologies for decoding DNA very cheaply, Dr. Venter’s genome sequence could set a high bar for a long time. It was decoded with an old method, known as Sanger sequencing, that is expensive but analyzes stretches of DNA up to 800 units in length. The cheaper new technologies at present analyze pieces of DNA only 200 units or so long, and the shorter lengths are much harder to assemble into a complete genome.


Dr. Watson’s genome is being decoded with a next-generation machine developed by 454 Life Sciences. But the company’s researchers are putting the pieces in correct order by matching them to the consortium’s genome sequence rather than by doing an independent assembly.


Dr. Venter’s genome could be the gold standard for many years, especially if he continues to improve it. Samuel Levy, who led the J. Craig Venter Institute team that decoded the genome, said that it was a work in progress and that new versions would be published as the remaining gaps were closed. There are 4,500 gaps where the sequence of DNA units is uncertain, and no technology yet exists for decoding the large amounts of DNA at the center and tips of the chromosomes.


Biologists studying variation in the human genome, whether to discover causes of disease or for other reasons, have mostly looked at what are called SNPs or “snips,” which are sites on the genome where a single unit of DNA is changed.


But there are other kinds of variation, all of which can have consequences for a person. One type is called indels, where a single DNA unit has either been inserted or deleted from the genome. Another is copy number variation, in which the same gene can exist in multiple copies. There are also inversions, in which a stretch of DNA has been knocked out of its chromosome and reinserted the wrong way around. Dr. Venter’s genome has four million variations compared with the consortium’s, including three million snips, nearly a million indels and 90 inversions.


“This is the first time that anyone has had an accurate representation of how much variation there is in a human genome,” said Stephen W. Scherer of the University of Toronto, a co-author of the study.


Biologists had estimated that two individuals would be identical in 99.9 percent of their DNA, but the true figure now emerges as much less, around 99.5 percent, Dr. Scherer said.


The genome is being made publicly available on the database operated by the National Center for Biotechnology Information and is free for any use. Dr. Venter said he would add phenotypic information to the version on his own Web site, meaning medical records and other data to help researchers correlate his bodily characteristics with his DNA.


What little is understood about the human genome at present consists mostly of medical variants that put people at risk of disease. So interpreting a genome brings mostly adverse news. Dr. Venter reports that he has variants that increase his risk of alcoholism, coronary artery disease, obesity, Alzheimer’s disease, antisocial behavior and conduct disorder.


But these predictions are far from certain. As more individual genomes are decoded, the information from them will become more valuable, Dr. Venter said, provided that people can overcome “irrational fears of even seeing their genetic code.”


Although Dr. Venter has decoded the DNA sequence inherited from both of his parents, he does not yet know which sequences are from his mother and which from his father. The issue could be resolved by analyzing DNA from his mother, who is alive and well, and the matter is under consideration, Dr. Levy said. Dr. Venter has traced his ancestry for three generations and found that his mother’s and father’s ancestors came from England.


Next month, Dr. Venter will publish an autobiography, “A Life Decoded.” The book describes the twists and turns that led him down the unlikely path into scientific research. “Rebellious and disobedient,” as he describes himself, he dedicated his teenage years to the pursuit of young women and the California surf, to the detriment of his academic career.


He was drafted at the time of the Vietnam war and enlisted in the Navy. Because of a high I.Q. score, he was given a choice of any Navy career, from nuclear engineering to electronics. He chose the hospital corps school, because it was the only course that did not require any further enlistment. Only too late did he discover the reason. Corpsmen in Vietnam did not usually survive long enough to re-enlist — the half-life of medics in the field was six weeks, he writes.


Learning how to manipulate the Navy bureaucracy, he got himself assigned to the Navy hospital in Da Nang, where chances of survival were better. But the work was harrowing. He witnessed several hundred soldiers die on his operating table, mostly when he was massaging their heart or trying to breathe life into them.


“I learned more than any 20-year-old should ever have to about triage, about sorting those you can salvage from those you cannot do anything for except ease their pain as they died,” Dr. Venter writes in the autobiography.


He escaped from Vietnam with his life and an interest in medical research. With his lack of academic skills, this was a hard field for him to break into, but by 1975 he had a Ph.D. By the late 1980s, he was starting to make his mark as one of the few scientists who could get useful results out of the first DNA sequencing machines that were then becoming available.


He was the first to sequence the genome of a bacterium, Hemophilus influenzae, even though his grant application was turned down by the National Institutes of Health on the advice of experts who said his method would not work. With the human genome, an even greater prize, the pace of competition was intense, especially when his approach turned out to be more efficient than the one his rivals had chosen.


In the book, Dr. Venter says that detractors badmouthed his work, pressured other scientists not to cooperate with him and tried strenuously to block publication of his report, of which they had earlier maneuvered to be made co-authors.
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“Like most human endeavors, science is driven in no small part by envy,” he writes.


Dr. Venter has never fully lost his youthful disrespect for authority and establishments. His investment in himself — choosing his own genome to sequence, naming his laboratory the J. Craig Venter Institute — may come across as vainglorious, but it can also be seen as a signal of survival, defying the establishments he believes have sought to crush him. However nettlesome he may seem to some of his colleagues, he has the charm and the personal skills to have recruited many highly able researchers to his teams.


Another reason for his success has been his skill at raising private finances to achieve research goals after being denied support from the National Institutes of Health. That a scientist of his ability has been forced to work outside the N.I.H.’s peer-review system puts peer review in a strange light. If his diploid human genome should become a standard, the success is one that he will have earned by perseverance and defiance of long odds.
Saturn's dizzying spin hints at quick birth

19:00 06 September 2007

NewScientist.com news service

David Shiga

Saturn is whirling faster than previously believed, according to an analysis of Cassini spacecraft measurements. The result could boost a maverick theory that gas giants like Saturn formed in the cosmic blink of an eye – in thousands, rather than millions, of years.


Saturn's rotation makes it bulge out at its equator more than any other planet in the solar system. But its precise spin rate has been hard to pin down. It was previously thought to be 10 hours and 39 minutes, based on regular fluctuations in its radio wave emissions measured by the Voyager spacecraft in 1980.


But in 2006, measurements of the planet's magnetic field by the Cassini spacecraft revealed a longer period of 10 hours and 47 minutes. Because the planet's true rotation period should be extremely stable, scientists now suspect that the radio and magnetic fluctuations are only loosely related to the true rotation period.
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Now, a pair of scientists says they have found a way to measure the planet's true rotation period, which at 10 hours and 32 minutes is 7 minutes shorter than the Voyager period. The work was carried out by John D Anderson of Global Aerospace in Altadena, California, and Gerald Schubert of the University of California in Los Angeles, both in the US.

Distorted shape


They inferred Saturn's precise shape using radius measurements from the Pioneer 11 probe and the Voyager 1 and 2 spacecraft, as well as Voyager measurements of the planet's winds, whose variations across Saturn are related to the planet's shape.


Then they calculated how quickly the planet must be rotating to get the amount of distortion observed in its shape.


This involved using Cassini gravity measurements to estimate the way mass is distributed inside the planet, which affects how malleable it is. The mass distribution obtained in this way is not detailed enough to determine the size of any solid core inside Saturn. 
Centrifugal forces from Saturn's rotation make the planet egg-shaped, with flattened poles and a bulge at the equator, as seen in this Voyager 1 portrait (Image: NASA/JPL)
Settle out


But Morris Podolak of Tel Aviv University in Israel says the new rotation rate suggests Saturn's core is smaller than the 10 to 20 Earth masses previously suspected. "The core mass will likely be reduced [in future studies], bringing it closer to that of Jupiter," he says in a commentary accompanying the study.


This in turn could have implications for how gas giant planets like Saturn form. The standard "core accretion" picture says a rocky core forms first. The core then collects a thick blanket of gas from the disc of material surrounding the young parent star – a process that takes a million years or more.


An alternative theory, called "disc instability", says such planets form directly in just a few thousand years from the collapse of a clump of gas and dust in the disc. In this model, heavy materials settle out of the clumps to form a solid core, but the core is small – just a few times the mass of the Earth.

Jury's out


A smaller core for Saturn would fit in better with the disc instability scenario, and study author Anderson agrees that the core size will likely turn out to be smaller than currently thought.


His collaborator, however, is not willing to wager on it. "I think the jury is still out on how big Saturn's core is," Schubert told New Scientist. "We have to do some more modelling to really determine the core size."


But both agree that a smaller core would help decide between the two planet formation scenarios. "If that additional effort shows that Saturn's core is smaller than 10 to 15 earth masses, this will have important implications for theories of Saturn's and Jupiter's formation," Schubert says.
Faulty pipe blamed for UK foot and mouth outbreak

17:51 07 September 2007

NewScientist.com news service

Andy Coghlan


A faulty drainage pipe was the most likely source of an outbreak of foot and mouth disease in Britain on 3 August, official investigators concluded today.


The pipe connected two world class research facilities on the same Pirbright facility in Surrey. One, Merial Animal Health, is a manufacturer of foot and mouth and other animal vaccines. The second, the Institute of Animal Health (IAH), is the world’s foremost reference laboratory for identifying and monitoring outbreaks of foot and mouth.


The Health and Safety Executive (HSE) has revealed that the two labs spent years haggling over who should pay for replacement of the ageing pipework, which now looks likely to have allowed the virus to escape. Ironically, the IAH had advertised for a new plumber just days before the outbreak.


"The drainage system was crucial to what happened," says Brian Spratt of Imperial College London, whose report on biosafety was issued at the same time as the HSE report into the incident itself.


The faulty pipe identified by the HSE transmits treated effluent from the Merial factory to a sterilisation tank on the IAH site containing sodium hydroxide.

Chain of contamination


Heavy rains in July probably overwhelmed the drainage system, washing live virus into the open through poorly sealed drain covers, concludes the HSE.


Lorries owned by contractors working on the Pirbright site probably picked up the mud-borne virus on their wheels and left traces of it on a road adjacent to the farm where the first of the two cases identified was confirmed on 3 August. Tractors from the farm probably picked up traces of contaminated mud from the road, then deposited them on the farmland, exposing the animal to the virus.


Early identification of the virus from the infected animal demonstrated that the offending strain – O1BFS – can only have come from Pirbright, where it was being used both by Merial and by the IAH. But the precise source of the virus remains unknown. "We were unable to discriminate between the Merial and IAH sources," says Geoffrey Podger, chief executive of the HSE.


The HSE says that although Merial was producing 12000 litres of the virus at the time of the incident, compared with experiments using just millilitre-scale amounts at the IAH, it isn’t possible to say with certainty that the virus originated from Merial.

Biosecurity lapses

The official reports identifies lapses in biosecurity at the Pirbright site, and demands they be rectified. "There was a poor drainage system, which was poorly maintained, rarely inspected, and not fully contained," says Spratt.


"There was poor communication about risk between the two facilities, and funding difficulties at IAH hindered repairs to the effluent system," he adds.


The HSE report criticises the lack of oversight of contractors visiting the site. "We did find deficiencies in record-keeping, and difficulties accessing records of lorries that had access to the crucial part of the site," says Podger.


Spratt also identifies a possible conflict of interest on the part of the government, which funds research at IAH, and is meant to regulate its activities.

Independent reviews


In response, the government has set up two independent reviews, as demanded by the HSE and Spratt. One will investigate procedures at Pirbright for handling dangerous pathogens like the foot and mouth virus. The other will assess the scope for making a single body responsible for regulating and inspecting labs that handle animal, as well as human, pathogens.


At present, the HSE does this job for human pathogens, and the Department for Environment, Food and Rural Affairs (DEFRA) for animal pathogens. Spratt said HSE would be the ideal body to regulate both.


The outbreak itself is now fully under control, says government chief vet, Debby Reynolds. The surveillance zone will be lifted on Saturday, around 35 days after the outbreak began, but the UK will have to wait until November at the earliest to regain its status as a country free of foot and mouth disease, she said.


Agriculture minister Hilary Benn, meanwhile, stresses that there should not be a repeat of the Pirbright escape. "There can be no excuse for the foot and mouth virus to escape," he says. "It must not happen again."
Political affiliation could be all in the brain

18:00 09 September 2007

NewScientist.com news service

Roxanne Khamsi

 
A brain scan might one day predict your voting patterns. That is the implication of a study that found different brain activity among liberals and conservatives asked to carry out a simple button-pushing test. The study implies that our political diversity may be the result of neurological differences.


Researchers have long known that conservatives and liberals score differently in psychological profiling tests. Now they are beginning to gather evidence about why this might be. David Amodio of New York University, US, and his colleagues recruited 43 subjects for their test.


They asked the participants to rate their political persuasion on a scale of -5 to 5, with the lowest number representing the most liberal extreme and the highest number representing the most conservative score.


The participants then had to sit before a computer screen and press one of two buttons depending on whether they saw an "M" or a "W". They had half a second to make each response, so there was a great deal of pressure to react quickly.

Surprising stimulus


Out of the 500 trials that each subject completed, he or she was presented with the same letter 80% of the time. This meant that the participants felt compelled to press the same button repeatedly.


"You keep seeing the same stimulus over and over, so when the opposite stimulus comes on it's always a surprise," says Amodio.


When the less common letter did appear on the screen, the people who identified themselves as more conservative (rating themselves somewhere between 1 and 5 on the initial questionnaire) pressed the "usual" button 47% of the time instead of switching to the correct button.


By comparison, the "liberals" who placed themselves between -5 and -1 on the questionnaire responded more readily to the new signal and achieved the slightly lower error rate of 37%.


Brain recordings taken using electroencephalogram (EEG) technology showed that liberals had twice as much activity in a deep region called the anterior cingulate cortex. This area of the brain is thought to act as a mental brake by helping the mind recognize "no-go" situations where it must refrain from the usual course of action.

Voting prediction


The new findings are "interesting and provocative" because they could perhaps help enable researchers to predict a person's voting behaviour based on brain scans, says Jordan Grafman, chief of the cognitive neuroscience section at National Institute of Neurological Disorders and Stroke in Bethesda, Maryland, US.


Amodio explains that the fact that liberals achieved higher accuracy on the button-pressing task does not make them "better" than conservatives. "There might be other tasks or situations where a less sensitive or more persistent response might be more adaptive," such as when new stimuli are distracting, he says.


He also speculates that differences in brain responses might contribute to differences in political views or vice versa.


"Conservatives tend to say that liberals spend too much time thinking and not enough time acting," comments Matt Newman at Arizona State University in Phoenix, Arizona, US. But "it would be a leap if researchers claim that there is an underlying biological difference that leads you to a particular political orientation."


He adds, however, that the new finding that conservatives stick with habit is still interesting given that previous studies have found they are more likely to resist change than their liberal counterparts (Psychological Bulletin, DOI: 10.1037/0033-2909.129.3.339).  Journal reference: Nature Neuroscience (DOI: 10.1038/nn1979)
MINERVA WORLD EXCLUSIVE A New Palaeolithic Revolution

For decades archaeologists have rightly respected the Neolithic period c. 8500 BC as a revolutionary era of the most profound change, when the wiring of mankind’s brain shifted from transient hunter-gathering to permanent settlement in farming communities. Hearths, temples, articulated burials, whistling ‘wheat’ fields and security replaced the uncertain ravages of seasonal running with the pack. Or so stereotypes maintain.


Now, from the remote shores of Budrinna on Lake Fezzan in Libya, and Melka Konture on the banks of the River Awash in Ethiopia, a series of stunning discoveries are set to challenge the originality of the Neolithic Revolution. After 39 years of surveys and excavations, Professor Helmut Ziegert of Hamburg University presents his results as a world exclusive in Minerva (pp. 8-9). In both African locations he has discovered huts and sedentary village life dating between an astonishing 400,000 and 200,000 Before Present - if correct, literally a quantum leap in our understanding of man’s evolution. Near aquatic resources, and not alongside agricultural fields, Professor Ziegert contests that our ancestors settled down for the first time in small communities of 40-50 people. 


This sensation just scratches the surface of one of prehistory’s most incredible revelations: from Choukoutien in China to Bilzingsleben in Germany, Ziegert claims to have identified 35 other Lower Palaeolithic villages with comparable huts and even cemeteries. A pattern prevails. After decades of fieldwork and contemplation, Helmut Ziegert is convinced that future discoveries will uphold his conclusions. His discoveries have nothing to do with luck, he maintains, but are a matter of applying problem-oriented research. Where evolutionary biologists have typically hunted ancestral humans bones exclusively to understand adaptations to mankind - missing links - as an archaeologist Professor Ziegert has asked more specific, holistic questions of the wider evidence.


At the heart of this new Lower Palaeolithic ‘out of Africa’ village theory are two world-changing ideas. First, that Homo erectus, Upright Man, had far more modernistic tendencies than previously believed; and second, that as unique as the farming villages of Jericho in the West Bank and Catalhoyük in Turkey are, their occupants were not the brains behind the origins of sedentism. The innovative capacity of Homo erectus has challenged scholars for decades and remains a scholarly cauldron. Anthropologists such as Richard Leakey have long insisted that Upright Man was socially more akin to modern humans than to his primitive predecessors because the increased cranial capacity coincided with more sophisticated tool technology. Other scientists contend that Homo erectus was sufficiently advanced to have even mastered maritime transport. Yet both this assertion and the very idea that he ever got to grips with controlled fire are still considered controversial. 


Only three years ago, however, Nira Alperson of the Hebrew University in Jerusalem discovered the oldest evidence of fire management at Gesher Benot Ya’aqov on the banks of the Jordan River in Israel’s northern Galilee. The team analysed over 50,000 pieces of wood and nearly 36,000 flints from two hearths associated with a Homo erectus settlement dating back 790,000 years. 


More contentiously, Robert Bednarik is convinced that Upright Man ushered in the dawn of trans-ocean travel between 900,000 and 800,000 years ago as part of a wider revolution, usually attributed to the anatomically modern Homo sapiens, that included communicating with a spoken language and eventually carving and painting art 400,000 to 300,000 Before Present. To test his theory, Bednarik built a 17.5m-long, 2.8-ton bamboo raft, Nale Tasih 4, and crossed the 29km-wide stretch of sea from the east coast of Bali to the neighbouring island of Lombok. The results have convinced Bednarik that ‘Between 400,000 and 200,000 years ago, hominins are also known to have crossed to at least two islands in Europe, Corsica, and Sardinia. This is soundly demonstrated, but in addition it is possible that much earlier they managed to cross the Strait of Gibraltar. Unfortunately, that cannot be proved conclusively, because the alternative of reaching Europe by land has always existed’. Stone Age ‘seafaring appears to have been possible’, agrees anthropologist Tim Bromage of Hunter College of the City University of New York, who has identified 30cm-wide South-east Asian bamboo as providing a versatile material for building rafts with simple stone tools.


So, Professor Ziegert’s ‘Out of Africa’ aquatic model for the rise of village life in the Lower Palaeolithic does not emerge out of a cultural and intellectual void. As a veteran of over 81 archaeological surveys and excavations from Germany to Ecuador, ranging in date from the Lower Palaeolithic to the Islamic period, Ziegert is nothing if not scientifically cautious, which makes the current revelation all the more exciting. Between 2007 and 2010 he will be back in the field, returning to Budrinna and Melka Konture to fine-tune his life’s work. To delve in greater depth into the mystery of the ecology, function, structure, and economy of these villages, he plans to search out cemeteries (complementary signs of fixed settlement) and use potassium argon isotopic dating, stratigraphy, and tool typology to measure the ebb and flow of village life in this dizzy, distant prehistoric past.
Potato 'fuel of human evolution'

Man's ability to digest starchy foods like the potato may explain our success on the planet, genetic work suggests.


Compared with primates, humans have many more copies of a gene essential for breaking down calorie-rich starches, Nature Genetics reports. 


And these extra calories may have been crucial for feeding the larger brains of humans, speculate the University of California Santa Cruz authors. 


Previously, experts had wondered if meat in the diet was the answer. 

Brain food 


However, Dr Nathaniel Dominy and colleagues argue this is improbable. 


"Even when you look at modern human hunter-gatherers, meat is a relatively small fraction of their diet. 


"To think that, two to four million years ago, a small-brained, awkwardly bipedal animal could efficiently acquire meat, even by scavenging, just doesn't make a whole lot of sense." 


They discovered humans carry extra copies of a gene, called AMY1, which is essential for making the salivary enzyme amylase that digests starch. 

Survival benefit 


Next the team studied groups of humans with differing diets and found those with high-starch diets tended to have more copies of AMY1 than individuals from populations with low-starch diets. 


For example, the Yakut of the Arctic, whose traditional diet centres around fish, had fewer copies than the related Japanese, whose diet includes starchy foods like rice. 


The researchers believe our earliest human ancestors began searching for new food sources other than the ripe fruits that primates eat. 


These were starches, stored by plants in the form of underground tubers and bulbs - wild versions of modern-day foods like carrots, potatoes, and onions. 


In work earlier this year, the team found that animals eating tubers and bulbs produce body tissues with a chemical signature that matches what has been measured in early fossilised humans. 


Dr Dominy said that when early humans mastered fire, cooking starchy vegetables would have made them even easier to eat. 


At the same time it would have made extra amylase gene copies an even more valuable trait. 


"We roast tubers, and we eat French fries and baked potatoes. When you cook, you can afford to eat less overall, because the food is easier to digest." 


And marginal food resources can become part of the staple diet. 


"Now you can have population growth and expand into new territories." 

Speculation 


Professor John Dupré, a professor of philosophy of science at Exeter University in the UK, urged caution when interpreting the findings. 


He said it was impossible to conclude that the introduction of starchy foods into the diet lies behind the emergence of larger brains in humans. 


"Lots of things differ between ourselves and our closest relatives and apart from the difficulty of establishing the relative places in the evolutionary sequence of any of these, the assumption that there is any one fundamental to such change is dubious. 


"The results on amylase genes are quite interesting, and a good indication of something we are beginning to appreciate more widely - the functional plasticity of the genome."
Rabies 'could be gone in decade'

Rabies could be wiped out across the world within a decade if sufficient vaccination programmes are carried out on domestic dogs, according to experts.

Edinburgh University's Royal Dick Vet School staff have carried out extensive research into the disease, which kills about 55,000 people per year. 


If enough domestic dogs are vaccinated, worldwide the disease cycle could be broken leaving no threat to humans. 


They hope village-based campaigns could reach 70% of the dog population. 


The first World Rabies Day took place on Friday. 


Edinburgh University staff are working with vaccine manufacturer Intervet on a programme to eradicate the disease in the Serengeti region of east Africa. 


This follows work by the university which found all animals infected with rabies there had a variant of the disease that originated from the domestic dog. 


Staff at the university's vet school have also been involved in setting up the Alliance for Rabies Control, a Scottish-based charity established to combat the disease. 


They claim that in areas where there is a high prevalence of the disease, such as Africa and Asia, the need for vaccination schemes has often been overlooked, despite the fact this would cost less than other healthcare programmes. 

Hospital visits 


Vet school staff member Sarah Cleaveland, one of the alliance's board members, said: "Very few people in Western Europe will ever die from rabies, but for those affected in developing countries it can cause immeasurable suffering. 


"Children are most at risk of being bitten by a rabid animal and in sub-Saharan Africa it can cost 40% of an annual income to pay for post-exposure vaccination and hospital visits. 


"It's estimated that in Africa and Asia almost eight million people a year receive costly post-exposure prophylaxis, yet the cost to eradicate rabies is comparatively small compared to other healthcare programmes." 
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More than 45 countries across the world are holding events throughout September to raise awareness of the need to control the spread of the disease.
'Alien' jaws help moray eels feed


Moray eels have a unique way of feeding reminiscent of a science fiction thriller, researchers at UC Davis have discovered. After seizing prey in its jaws, a second set of jaws located in the moray's throat reaches forward into the mouth, grabs the food and carries it back to the esophagus for swallowing.


"This is really an amazing innovation for feeding behavior for fishes in general," said Rita Mehta, a postdoctoral researcher in the Section of Evolution and Ecology at UC Davis.


The research shows the amazing diversity possible among living things, even in something as fundamental as feeding, Mehta said.


The researcher used a high-speed digital camera to film eels feeding in the laboratory, and was able to capture the rapid movement of these secondary pharyngeal jaws. She also used X-ray and other imaging equipment at the UC Davis School of Veterinary Medicine to work out how the jaws could move.


More than 200 species of moray eels are found in tropical waters worldwide, often living in holes in rocks and coral reefs. In the wild, they can reach 10 feet in length. 
These X-rays show the normal position of the pharyngeal jaws (upper), and how they can move forward into the mouth to seize food (lower).


Most fish feed by suction. When it comes upon food or prey, the fish rapidly expands its mouth cavity, sucking in water and the food with it. Some fish feed by overtaking prey with their mouth open or grabbing it in their jaws, but most of those fish then use suction to move the food from the mouth to the esophagus.


But moray eels have little ability to generate suction through their mouths, Mehta found. Instead, they first grasp food with their powerful, toothsome outer jaws. Then the pharyngeal jaws, armed with large, curved teeth, reach forward and seize it. At the same time, the outer jaws release the prey and the pharyngeal jaws bring it back for swallowing. The whole process takes just fractions of a second.


Other fish are known to have pharyngeal jaws that can grind or crush food, but "nothing this spectacular," said Peter Wainwright, professor of evolution and ecology at UC Davis and co-author with Mehta on the paper. Only the moray eel seems to have a second, mobile set of jaws that can reach forward and grab prey.


At rest, the pharyngeal jaws sit behind the eel's skull. When they reach forward, they move almost the length of the animal's skull, but do not protrude beyond the powerful outer jaws. The arrangement means that if the eel can sink in a few teeth to hold its prey, it can secure its meal with the pharyngeal jaws, the researchers note.


Mehta compared the eels to snakes, which also have to fit large food items through a relatively narrow mouth into a long, thin body. Snakes solve the problem by "ratcheting:" they can separate the left and right sides of their jaw, and hold onto the food with one side while they work the other side of the mouth round it.


Mehta and Wainwright are now investigating how the morays' extraordinary jaws evolved. Other species of eel, such as the American eel Anguilla, feed by suction. Moray eels may have evolved other methods as a result of hunting in confined spaces, where they could not rapidly expand their heads to create suction.


"Eels are an amazingly diverse and bizarre group of fishes, and not very well known," Wainwright said.
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