Adult stem cell changes underlie rare genetic disease associated with accelerated aging


Adult stem cells may provide an explanation for the cause of a Hutchinson-Gilford Progeria Syndrome (HGPS), a rare disease that causes premature aging in children, according to researchers at the National Cancer Institute (NCI), part of the National Institutes of Health (NIH). These findings, the first to indicate a biological basis for the clinical features of HGPS, also known as progeria, may also provide new insights into the biological mechanisms of normal aging. The results were published in the March, 2008, issue of Nature Cell Biology.


“Studies like this of the biology of HGPS hold the potential to benefit children suffering this terrible illness and enlighten us as to the medical changes we all experience as we grow older.” said NCI Director John E. Niederhuber, M.D. “As our population ages, we have an increasing need for greater understanding of the biology of aging and age-related illness, such as cancer.”


HGPS is an extremely rare hereditary genetic disease of children characterized by signs of premature aging. Children with HGPS generally experience the first symptoms by the age of one, and on average succumb around the age of 15, almost exclusively from premature, progressive heart disease. HGPS occurs in one out of four to eight million births; only 100 patients have been documented in the medical literature. Because its striking cardiovascular effects and other clinical features are so closely associated with the normal aging process, HGPS holds great interest for researchers studying age-related biological changes and disease.


The cause of HGPS, a mutated protein called progerin, was identified in 2003. However, the mechanism by which progerin causes the widespread clinical effects of HGPS has been unclear. To forge this link between molecular biology and medical outcome, Tom Misteli, Ph.D., head of the Cell Biology of Genomes Group at NCI’s Center for Cancer Research (CCR), and CCR staff scientist Paola Scaffidi, Ph.D., examined the effects of progerin on gene expression in a laboratory model of HGPS. They found that progerin activates genes involved in the Notch signaling pathway, a major regulator of stem cell differentiation -- the process by which stem cells give rise to the mature cells that make up different tissues.


Because most of the tissues affected by HGPS (e.g., skin, fat, muscles, bone, and blood vessels) arise from a common developmental pathway, Misteli and Scaffidi looked at the effects of progerin on adult mesenchymal stem cells, the common cellular ancestor of these tissue types. An adult stem can renew itself, and can differentiate to yield the major specialized cell types of the tissue or organ. Their experiments revealed that progerin profoundly affects the fate of these stem cells, greatly skewing the rate at which they mature into different tissues. For instance, progerin-producing stem cells showed accelerated maturation into bone but failed to develop into fat. This could explain two of the distinguishing clinical features of HGPS: abnormal bone growth and an almost complete loss of the fatty tissues normally found just beneath the skin. The researchers were able to mimic the progerin’s effects in these stem cells by experimentally activating the same components of the Notch pathway targeted by progerin.


Taken together, the results of these experiments provide a new window into the biology behind the clinical features of HGPS. They may also hold relevance for understanding the biology of normal aging. “Progerin is present at low levels in the cells of healthy people,” said Misteli. “One could envision a scenario in which progerin’s effects on the Notch pathway and, by extension, on adult stem cells could, over time, lead to many of the tissue changes we commonly associate with the aging process.”

Scaffidi P and Misteli T. Lamin A-dependent misregulation of adult stem cells associated with accelerated aging. Nature Cell Biology, March 2008.
HIV breakthrough: Researchers identify protein that fights immunodeficiency

Scientists publish findings in advance online edition of Nature Medicine

Montreal, March 3, 2008 – A Canada-U.S. research team has solved a major genetic mystery: How a protein in some people’s DNA guards them against killer immune diseases such as HIV. In an advance online edition of Nature Medicine, the scientists explain how the protein, FOX03a, shields against viral attacks and how the discovery will help in the development of a HIV vaccine.


“HIV infection is characterised by the slow demise of T-cells, in particular central memory cells, which can mediate lifelong protection against viruses,” said lead researcher Rafick-Pierre Sékaly, a Université de Montréal professor and a researcher at the Centre Hospitalier de l’Université de Montréal and the French Institut national de la santé et de la recherche médicale (Inserm).


“Our group has found how the key protein, FOX03a, is vital to the survival of central memory cells that are defective in HIV-infected individuals even if they are treated,” added Dr. Sékaly, who produced his study with CHUM and Inserm colleagues including Elias El Haddad and Julien van Grevenynghe. Collaborators also included Jean-Pierre Routy, a McGill University Health Centre researcher and professor at McGill University and Robert S. Balderas, Vice-President of Research and Development at BD Biosciences of San Diego, CA.


Public support for the research came through Genome Canada and Génome Québec, among others, while private contributions came via a segment of BD (Becton, Dickinson and Company). "Public-private collaborations such as this play an important role in advancing medical research," Robert S. Balderas. "BD Biosciences was pleased to provide powerful research instruments, reagents and technical expertise to support this breakthrough research."


The breakthrough emerged by studying three groups of men: One HIV-negative sample, a second HIV-positive group whose infection was successfully controlled through tritherapy and a third group whose HIV did not show any symptoms. Called elite controllers, this third group fended off infection without treatment because their immune system, which would normally be attacked by HIV, maintained its resilient immune memory through the regulation of the FOX03a protein.


“Given their perfect resistance to HIV infection, elite controllers represent the ideal study group to examine how proteins are responsible for the maintenance of an immune system with good anti-viral memory,” said Dr. Haddad. “This is the first study to examine, in people rather than animals, what shields the body’s immune system from infection and to pinpoint the fundamental role of FOX03a in defending the body.”


Beyond HIV treatment, Dr. Sékaly said his team’s discovery offers promise for other immune diseases. “The discovery of FOX03a will enable scientists to develop appropriate therapies for other viral diseases that weaken the immune system,” he said, citing cancer, rheumatoid arthritis, hepatitis C, as well as organ or bone marrow transplant rejection.


Paul L’Archevêque, president and CEO of Génome Québec, lauded Dr. Sékaly’s team for their breakthrough and the people who volunteered for the study. “This discovery, the first such study in humans, is a major step forward in the understanding of how our immune system responds to life-threatening infections such as HIV. This advance stems directly from research co-financed by Génome Québec, which demonstrates the impact that genomic research can have in improving healthcare.”

Partners in research:

This research was made possible by public and private institutions across Canada, the United States and France: the Université de Montréal, CHUM, Inserm, MUHC, Genome Canada, Génome Québec, Fonds de la recherche en santé du Québec, Canadian Institutes of Health Research, National Institutes of Health and BD Biosciences.
Aromatherapy may make you feel good, but it won’t make you well
COLUMBUS, Ohio – One of the most comprehensive investigations done to date on aromatherapy failed to show any improvement in either immune status, wound healing or pain control among people exposed to two often-touted scents.


While one of two popular aromas touted by alternative medicine practitioners – lemon – did appear to enhance moods positively among study subjects, the other – lavender – had no effect on reported mood, based on three psychological tests.

Neither lemon nor lavender showed any enhancement of the subjects’ immune status, nor did the compounds mitigate either pain or stress, based on a host of biochemical markers.


In some cases, even distilled water showed a more positive effect than lavender.


The study, published online in the journal Psychoneuroendocrinology, looked for evidence that such aromas go beyond increasing pleasure and actually have a positive medical impact on a person’s health.  While a massive commercial industry has embraced this notion in recent decades, little, if any, scientific proof has been offered supporting the products’ health claims.


“We all know that the placebo effect can have a very strong impact on a person’s health but beyond that, we wanted to see if these aromatic essential oils actually improved human health in some measurable way,” explained Janice Kiecolt-Glaser, professor of psychiatry and psychology at Ohio State University and lead author of the study.


The researchers chose lemon and lavender since they were two of the most popular scents tied to aromatherapy.  Recently, two other studies focused on these same two scents.


For the study, Kiecolt-Glaser; Ronald Glaser, a professor of molecular virology, immunology and medical genetics, and William Malarkey, professor of internal medicine, assembled a group of 56 healthy volunteers.  These men and women were screened beforehand to confirm their ability to detect standard odors.  Some were proponents of the merits of aromatherapy while others expressed no opinion on its use.


Each person took part in three half-day sessions where they were exposed to both scents.  Participants were monitored for blood pressure and heart rate during the experiments, and the researchers took regular blood samples from each volunteer.


Researchers taped cotton balls laced with either lemon oil, lavender oil or distilled water below the volunteers’ noses for the duration of the tests.

“We all know that the placebo effect can have a very strong impact on a person’s health but beyond that, we wanted to see if these aromatic essential oils actually improved human health in some measurable way.”


The researchers tested volunteers’ ability to heal by using a standard test where tape is applied and removed repeatedly on a specific skin site.  The scientists also tested volunteers’ reaction to pain by immersing their feet in 32-degree F water.


Lastly, volunteers were asked to fill out three standard psychological tests to gauge mood and stress three times during each session.   They also were asked to record a two-minute reaction to the experience which was later analyzed to gauge positive or negative emotional-word use.


The blood samples were later analyzed for changes in several distinct biochemical markers that would signal affects on both the immune and endocrine system.  Levels of both Interleukin-6 and Interleukin-10 – two cytokines – were checked, as were stress hormones such as cortisol, norepinephrine and other catacholomines.


While lemon oil showed a clear mood enhancement, lavender oil did not, the researchers said.  Neither smell had any positive impact on any of the biochemical markers for stress, pain control or wound healing.


“This is probably the most comprehensive study ever done in this area, but the human body is infinitely complex,” explained Malarkey.  “If an individual patient uses these oils and feels better, there’s no way we can prove it doesn’t improve that person’s health.


“But we still failed to find any quantitative indication that these oils provide any physiological effect for people in general.”


The wound healing experiments measured how fast the skin could repair itself, Glaser said.  “Keep in mind that a lot of things have to take place for that healing process to succeed.  We measured a lot of complex physiological interactions instead of just a single marker, and still we saw no positive effect,” he said.

The project was supported in part by the National Center for Complementary and Alternative Medicine at the National Institutes of Health.  Kiecolt-Glaser, Glaser and Malarkey are all members of Ohio State’s Institute for Behavioral Medicine Research.
No compensation for faulty medical devices

* 02 March 2008

* NewScientist.com news service

When Charles Riegel underwent surgery after a heart attack in 1996, no one could have guessed that his operation would lead to a Supreme Court decision that could affect the safety of patients across the US.


During surgery, an inflatable catheter designed to open Riegel's coronary artery ruptured, leaving him severely injured. Riegel and his wife sued Medtronic, the manufacturer of the device, but defence lawyers argued that the firm could not be held responsible as the catheter had been approved by the Food and Drug Administration. Last week, the Supreme Court agreed, saying that this ruled out legal action.


This worries public health experts because recent reports from the Government Accountability Office, the Institute of Medicine and some of the FDA's own advisers have concluded that the FDA lacks the staff and funding to properly oversee patient safety. When the FDA fails, say experts, legal action is needed to protect patients. Some members of Congress have vowed to reverse the court decision, but the problem could get worse first as the ruling may be extended later this year to include cases involving drug manufacturers.
Psychological distress, not depression, linked to increased risk of stroke

ST. PAUL, Minn. – Psychological distress, but not depression, may increase the risk of stroke, according to a study published in the March 4, 2008, issue of Neurology®, the medical journal of the American Academy of Neurology. Previous studies have shown that stroke often leads to depression, but the evidence was mixed as to whether depression could lead to stroke.


“Stroke is among the leading causes of long-term disability and death worldwide,” said study author Paul Surtees, PhD, of the University of Cambridge in the United Kingdom. “Understanding the mechanisms by which overall emotional health may increase stroke risk may inform stroke prevention and help identify those at increased stroke risk.”


Researchers studied 20,627 people who had never suffered a stroke for an average of 8.5 years. Participants answered questions concerning their psychological distress, based on a scale measuring well-being, and their history of major depressive disorder. During the course of the study, 595 participants suffered a stroke and 28 percent of these strokes were fatal.


Researchers found that psychological distress was associated with an increased risk of stroke and that the risk of stroke increased the more distress the participants reported. This association remained the same regardless of cigarette smoking, systolic blood pressure, overall blood cholesterol, obesity, previous heart attack, diabetes, social class, education, high blood pressure treatment, family history of stroke and recent antidepressant medication use.


For every one standard deviation lower that participants scored on the mental well-being scale, their risk of stroke increased by 11 percent. The relationship was even more pronounced for those with fatal strokes.


The study found that the risk of stroke was not increased for people who had experienced an episode of major depression in the past year or for people who had experienced major depression at any point in their lifetime.

The study was supported by grants from the Medical Research Council UK, Cancer Research UK, European Union, British Heart Foundation, Department of Health and the Wellcome Trust.
New material can find a needle in a nuclear waste haystack

EVANSTON, Ill. --- Nuclear power has advantages, but, if this method of making power is to be viable long term, discovering new solutions to radioactive waste disposal and other problems are critical. Otherwise nuclear power is unlikely to become mainstream.


A team of Northwestern University chemists is the first to focus on metal sulfide materials as a possible source for nuclear waste remediation methods. Their new material is extremely successful in removing strontium from a sodium-heavy solution, which has concentrations similar to those in real liquid nuclear waste. Strontium-90, a major waste component, is one of the more dangerous radioactive fission materials created within a nuclear reactor.


The results will be published online the week of March 3 in the Proceedings of the National Academy of Sciences (PNAS). By taking advantage of ion exchange, the new method captures and concentrates strontium as a solid material, leaving clean liquid behind. In the case of actual nuclear waste remediation, the radioactive solid could then be dealt with separately -- handled, moved, stored or recycled -- and the liquid disposed.


“It is a very difficult job to capture strontium in vast amounts of liquid nuclear waste,” said Mercouri G. Kanatzidis, Charles E. and Emma H. Morrison Professor of Chemistry in the Weinberg College of Arts and Sciences and the paper’s senior author. “Sodium and calcium ions, which are nonradioactive, are present in such enormous amounts compared to strontium that they can be captured instead of the radioactive material, interfering with remediation.”


Strontium is like a needle in a haystack: sodium ions outnumber strontium ions by more than a million to one. The material developed at Northwestern -- a layered metal sulfide made of potassium, manganese, tin and sulfur called KMS-1 -- attracts strontium but not sodium.


“The metal sulfide did much, much better than we expected at removing strontium in such an excess of sodium,” said Kanatzidis. “We were really amazed at how well it discriminates against sodium and think we have something special. As far as we can tell, this is the best material out there for this kind of application.”


KMS-1 works at the extremes of the pH scale -- in very basic and very acidic solutions, the conditions common in nuclear waste -- and everywhere in between. Metal oxides and polymer resins, the materials currently used in nuclear waste remediation, perform reasonably well but are more limited than KMS-1: each typically works in either basic or acidic conditions but not both and definitely not across the pH scale.


In earlier work, Kanatzidis and his team had found KMS-1 to be very quick and facile at ion exchange. (The material gives up an ion and takes another to maintain charge balance.) Knowing this and also that the ion exchange process is a removal process, the researchers decided that strontium was an interesting ion with which to test their new material.


The solution the researchers used in the lab contained strontium and two “interfering” ions, sodium and calcium, in concentrations like those found in the nuclear waste industry. (Nonradioactive strontium, which works the same as the radioactive version, was used in the experiments.) KMS-1, a free flowing black-brown powder, was packaged like tea in a teabag and then dropped into the solution. The all-important ion exchange followed: the metal sulfide “teabag” soaked up the strontium and gave off potassium, which is not radioactive, into the liquid.


KMS-1 does its remarkable work targeting only strontium by taking advantage of two things: strontium is a heavier ion than calcium, and sulfur (a component of KMS-1) attracts heavier ions; and KMS-1 attracts ions with more charge so it attracts strontium, which has a charge of 2+, and doesn’t attract sodium, which only has a charge of 1+. So, as Kanatzidis likes to say, “Our material beats both sodium and calcium.”


“The nuclear power process generates enormous amounts of radioactive liquid waste, which is stored in large tanks,” said Kanatzidis. “If we can concentrate the radioactive material, it can be dealt with and the nonradioactive water thrown away. I can imagine our material as part of a cleansing filter that the solution is passed through.”


Looking to the future, to be a scaleable and affordable remediation method, the metal in the metal sulfide needs to be inexpensive and readily available and also make a stable compound.


“We focused on potassium, manganese and tin because we have been working with them for some time,” said Manolis J. Manos, a postdoctoral fellow at Northwestern and lead author of the paper. “All three metals make stable compounds and are common and abundant.”


“Our next step is to do systematic studies, including using an actual waste solution from the nuclear power industry, to learn how KMS-1 works and how to make even better metal sulfides,” added Manos.

In addition to Kanatzidis and Manos, Nan Ding, a former graduate student in Kanatzidis’ group, now at Claflin College in South Carolina, is the other author of the PNAS paper, titled “Layered Metal Sulfides: Exceptionally Selective Agents for Radioactive Strontium Removal.”
'Lazy eye' treatment shows promise in adults

New data, based on a finding first reported in 2006, suggest a simple and effective therapy for amblyopia. Clinical use will depend on optometry community

New evidence from a laboratory study and a pilot clinical trial confirms the promise of a simple treatment for amblyopia, or “lazy eye,” according to researchers from the U.S. and China.


The treatment was effective on 20-year-old subjects. Amblyopia was considered mostly irreversible after age eight.


Many amblyopes, especially in developing countries, are diagnosed too late for conventional treatment with an eye patch. The disorder affects about nine million people in the U.S. alone.


Results from the laboratory study will be published online the week of Mar. 3 in PNAS Early Edition.


Patients seeking treatment will need to wait for eye doctors to adopt the non-surgical procedure in their clinics, said Zhong-Lin Lu, the University of Southern California neuroscientist who led the research group.


“I would be very happy to have some clinicians use the procedure to treat patients. It will take some time for them to be convinced,” Lu said.


“We also have a lot of research to do to make the procedure better.”


In a pilot clinical trial at a Beijing hospital in 2007, 28 out of 30 patients showed dramatic gains after a 10-day course of treatment, Lu said.


“After training, they start to use both eyes. Some people got to 20/20. By clinical standards, they’re completely normal. They’re not amblyopes anymore.”


The gains averaged two to three lines on a standard eye chart. Previous studies by Lu’s group found that the improvement is long-lasting, with 90 percent of vision gain retained after at least a year.


“This is a brilliant study that addresses a very important issue,” said Dennis Levi, dean of optometry at the University of California, Berkeley. Levi was not involved in the study.


“The results have important implications for the treatment of amblyopia and possibly other clinical conditions.”


The PNAS study shows that the benefit of the training protocol – which involves a very simple visual task – goes far beyond the task itself. Amblyopes trained on just one task improved their overall vision, Lu said.


The improvement was much greater for amblyopes than for normal subjects, Lu added.


“For amblyopes, the neural wiring is messed up. Any improvement you can give to the system may have much larger impacts on the system than for normals,” he said.


The Lu group’s findings also have major theoretical implications. The assumption of incurability for amblyopia rested on the notion of “critical period”: that the visual system loses its plasticity and ability to change after a certain age.


The theory of critical period arose in part from experiments on the visual system of animals by David Hubel and Torsten Wiesel of Harvard Medical School, who shared the 1981 Nobel Prize in Medicine with Roger Sperry of Caltech.


“This is a challenge to the idea of critical period,” Lu said. “The system is much more plastic than the idea of critical period implies. The fact that we can drastically change people’s vision at age 20 says something.”


A critical period still exists for certain functions, Lu added, but it might be more limited than previously thought.


“Amblyopia is a great model to re-examine the notion of critical period,” Lu said.


The first study by Lu’s group on the plasticity of amblyopic brains was published in the journal Vision Research in 2006 and attracted wide media attention.


Since then, Lu has received hundreds of emails from adult amblyopes who had assumed they were beyond help.


Berkeley’s Levi cautioned that the clinical usefulness of perceptual learning, as Lu calls his treatment, remains a “sixty-four thousand dollar question.”


“It's clear that perceptual learning in a lab setting is effective,” Levi said. “However, ultimately it needs to be adopted by clinicians and that will probably require multi-center clinical trials.”

Lu is collecting patients’ names for possible future clinical trials. He can be contacted at zhonglin@usc.edu.

The researchers are also working to develop a home-based treatment program.

For patients who can travel, the Chinese hospital that hosted the pilot trial may be able to provide treatment. Contact Dr. Lijuan Liu, Beijing Xiehe Hospital, at lijuan_l@yahoo.com.cn.

The other members of Lu’s group are Chang-Bing Huang and Yifeng Zhou of the Vision Research Lab at the University of Science and Technology of China, in Hefei, Anhui province (Huang is currently a postdoc in Lu’s lab at USC).  Funding for the research came from the Chinese National Natural Science Foundation and the U.S. National Eye Institute.
ABOUT AMBLYOPIA (from PNAS)  Amblyopia affects about 3 percent of the population and cannot be rectified with glasses. People with the disorder suffer a range of symptoms: poor vision in one eye, poor depth perception, difficulty seeing three-dimensional objects, and poor motion sensitivity.  Also known as lazy eye, the disorder is caused by poor transmission of images from the eye to the brain during early childhood, leading to abnormal brain development. Lazy eye is actually a misnomer because in many cases the structure of the eye is normal.
Head injuries result in widespread brain tissue loss one year later

May provide important clue to why patients are left with behavioral handicaps

Toronto, Canada – In a rare, large-scale study of traumatic brain injury (TBI) patients who span the full range of severity from mild to moderate and severe, Canadian researchers have found that the more severe the injury, the greater the loss of brain tissue, particularly white matter.


“This is an important finding as TBI is one of the most common forms of disability,” said Dr. Brian Levine, Senior Scientist at Baycrest’s Rotman Research Institute and lead author of the study which is published in the March 4, 2008 issue of Neurology, the medical journal of the American Academy of Neurology.


TBI causes both localized damage through bruises or bleeds, as well as more diffuse damage through disconnection of brain cells, which ultimately causes cell death. The localized damage is easier to detect with the naked eye than diffuse damage. Yet both kinds of damage contribute to difficulties with concentration, working memory, organizing and planning (vital skills for holding a job), and mood changes often experienced by people following TBI.


According to Dr. Levine, “It can be hard to determine why patients are so disabled, and this study offers a clue to the nature of the brain damage causing this disability.”


In the study, 69 TBI patients were recruited from Sunnybrook Health Sciences Centre, Canada’s largest trauma centre, one year after injury. Eighty percent of the patients sustained their injury from a motor vehicle accident. Injury severity was determined by the depth of coma or consciousness alteration at the time of the initial hospitalization. Some patients had minor injuries and were discharged immediately, whereas others had more severe injuries with extended loss of consciousness lasting weeks. Twelve healthy, non-injured participants were recruited as the comparison group.


Subjects’ brains were scanned with high resolution magnetic resonance imaging (MRI) which provides the most sensitive picture of volume changes in the brain. In addition to using an expert radiologist’s qualitative reading of the MRI scans, which is the standard approach used in hospitals and clinics, the researchers processed the images with a computer program that quantified volumes in 38 brain regions.


The computerized analysis revealed widespread brain tissue loss that was closely related to the severity of the TBI sustained one year earlier. “We were surprised at the extent of volume loss, which encompassed both frontal and posterior brain regions,” said Dr. Levine. Brain tissue loss was greatest in the white matter (containing axons which can be compared to telephone wire interconnectivity), but also involved grey matter (containing the cell bodies important for information processing).


Investigators were surprised to find that volume loss was widespread even in TBI patients who had no obvious lesions on their MRI scans. Even the mild TBI group contributed to the pattern of volumetric changes such that this group was reliably differentiated from the non-injured, healthy group.


“A significant blow to the head causing loss of consciousness can cause extensive reduction of brain tissue volume that may evade detection by traditional qualitative radiological examination,” Dr. Levine noted.


He is leading follow-up studies on the same group of TBI patients to examine more closely the significance of localized white and grey matter volume loss on behaviour.

The research team for the Neurology paper included Dr. Sandra Black, Neurosciences Program Research Director at Sunnybrook Health Sciences Centre, Brill Professor of Neurology, Department of Medicine, at Sunnybrook and University of Toronto, and Senior Scientist at Sunnybrook and the Rotman Institute at Baycrest. Both Baycrest and Sunnybrook are fully affiliated with the University of Toronto.

The study was supported by grants from the Canadian Institutes of Health Research and the National Institutes of Health.
Link between alcohol and blood pressure greater than previously thought


Previous observational studies have reported that heavy alcohol intake is a risk factor for hypertension but such studies may be confounded by factors such as diet, smoking, exercise levels and socio-economic position. Clinical trials exploring the link are difficult to implement and have limited follow-up time.


The Bristol study, led by Dr Sarah Lewis of the University’s Department of Social Medicine, took a different approach focused on people who have a mutation on a gene which affects their body’s ability to eliminate alcohol.


Alcohol is initially metabolised to an intermediate compound, acetaldehyde, which is further metabolised and then eliminated from the body. The major enzyme responsible for this elimination is alcohol dehydrohenase 2 (ALDH2).


In some people, a genetic mutation leads to an inability to metabolize acetaldehyde and causes an accumulation of acetaldehyde after alcohol intake. This mutation is common in some Asian populations and results in facial flushing after consumption of alcohol coupled with intense nausea, drowsiness, headache and other unpleasant symptoms. People with this mutation therefore drink much less than those without it


The researchers looked at the ALDH2 genotype, comparing the blood pressure of those who have this mutation – the *2 *2 genotype – with those who do not – the *1 *1 genotype.


The study found that individuals with the *1 *1 genotype, who had an alcohol intake of around 3 units per day, had strikingly higher blood pressure than those with the *2 *2 genotype, who tend to drink only very small amounts, or no alcohol.


Dr Lewis said: “This study shows that alcohol intake may increase blood pressure to a much greater extent, even among moderate drinkers, than previously thought. Large-scale replication studies are required to confirm this finding and to improve the precision of our estimates.”
Long-Term Cycles in American National Electoral Politics Found to Occur More Rapidly Than Previously Believed
Are We Entering a New Period of Democratic Dominance? New Research Suggests Shifts in Party Control Over U.S. House, Senate, and Presidency Occur Roughly Every 14 Years.

Washington, DC—American electoral politics have been characterized by frequent and regular cycles of support for the Republican and Democratic parties. A new study has found that these cycles, and the shifts in party control that accompany them, occur more frequently than previously thought; it also presents a theoretical model for explaining them.


Conducted by Samuel Merrill, III, (Wilkes University), Bernard Grofman (University of California, Irvine), and Thomas Brunell (University of Texas at Dallas) the study is entitled “Cycles in American National Electoral Politics, 1854-2006: Statistical Evidence and an Explanatory Model,” and appears as a research article in the February issue of the American Political Science Review, a journal of the American Political Science Association (APSA).  The full article is available online at /imgtest/APSRFeb08Merriletal.pdf


Conventional wisdom among many observers of American politics has been that a regular and relatively sudden cycling of party dominance—known as “realignment”—occurs roughly every 30 years, although previous studies focus on different dimensions of this phenomenon and there has been more skepticism about the truth of this claim for the post WWII period. This new study emphasizes gradual shifts in Democratic versus Republican party dominance from 1856-2006 and explores related questions such as whether realignment cycles actually exist; if change is random or regular; whether the cycle interval is the same for the U.S. House, Senate, and Presidency; and whether observers can identify the forces that drive realignment cycles.


The authors also develop a dynamic model that depends on the tensions between parties’ policy and office motivations and between voters’ tendency to sustain incumbents while reacting against extreme policies, to account for these cycles.  Their model utilizes the empirical work of James Stimson (University of North Carolina, Chapel Hill).


Their study is based on a statistical procedure known as spectral analysis and confirms the existence of cycles—defined as the duration of ascendancy by one party plus the duration of ascendancy by the other party. It also yields several notable findings that dramatically reduce the time horizon of our understanding of realignments. In the U.S., shifts in partisan control in both the House and the Senate were found to have occurred on average about every 14 years, with presidential shifts of control averaging about the same.  Thus, full cycles in all three bodies are completed about every 26-28 years—more rapidly than many scholars have previously thought, but close to the estimates of 30-year cycles suggested by Arthur Schlesinger, Jr. and Sr.


The predictive model developed in the study supports these findings and clarifies how the cycles for the House, Senate, and president track one another. “The substantive message…is that…the cycle lengths are approximately the same….[and that] the peaks and valleys of all three time series occur at approximately the same time,” observe the authors.


“…We emphasize the long-term and incremental ebb and fall of national party support patterns,” conclude the authors, noting that “our statistical evidence suggests a shorter cycle of rise and fall than was suggested by some earlier realignment theorists….”  Explaining the dynamics of American national politics is a long standing goal of observers and analysts and this new research helps achieve that goal by refining our long-term understanding of national electoral realignments.  In particular, the study emphasizes the impermanence of partisan dominance, suggesting that based on historical patterns the recent Republican ascendancy is likely soon to be replaced by Democratic ascendancy.
Elevated liver enzymes associated with higher future mortality

Abnormalities may hint at potentially life-threatening conditions


A new population-based epidemiological study has found that elevated liver enzymes discovered during routine medical care are associated with higher future mortality. The findings are in the March issue of Hepatology, a journal published by John Wiley & Sons on behalf of the American Association for the Study of Liver Diseases (AASLD). The article is also available online at Wiley Interscience (http://www.interscience.wiley.com/journal/hepatology).


Liver enzymes include aspartate aminotransferase (AST) and alanine aminotransferase (ALT), and high concentrations in the blood tend to indicate liver disease. About 10 percent of Americans have an elevated liver enzyme with no evidence of a cause such as hepatitis C or excessive alcohol consumption. Presumably, many cases are due to non-alcoholic fatty liver disease.


Studies in other countries have shown that elevated liver enzymes are associated with future mortality, however the link has never been examined in a U.S. population, so researchers led by Tae Hoon Lee of the Mayo Clinic in Rochester, Minnesota set out to address this question. They used data from Olmsted County, MN, where most of the population has had medical care at Mayo Clinic facilities, and included all adult patients who had their AST or ALT levels measured during routine visits in 1995. Those with levels above the upper limit of normal were followed forward until April 2006 to determine their survival.


AST was measured in 18,401 residents, and 2,350 (13 percent) had results above the upper limit of normal. Of 6,823 people who had their ALT measured, 911 (13 percent) had results higher than the upper limit of normal.


After excluding those who moved away from the community, or died within two years (to rule out terminal illness as the cause of the abnormal liver enzyme levels), the researchers used the Kaplan-Meier method to estimate survival. They compared their results to mortality data for Minnesota Whites and found that elevated AST was associated with a significantly increased standardized mortality rate (SMR). Elevated ALT was also associated with a higher SMR. The SMRs ranged between 1.21 and 1.78.


“We demonstrate that serum AST and ALT activities are associated with increased risk of mortality in the ensuing decade,” the authors report. “The relation between the aminotransferase results at the outset and the subsequent risk of death (excluding the first two years) was almost linear. It is clearly shown that these simple, inexpensive blood tests may represent valuable indicators of long-term outcome.”


While the precise reasons for the association are unclear, some in the population undoubtedly had elevated enzymes as a result of serious liver disease. In addition, the authors suggest that elevated serum AST and ALT may be markers of cardiovascular diseases (nearly 34 percent of the deaths in the study population were due to cardiovascular causes). Other conditions such as chronic alcohol consumption or abuse may have contributed to the risk of death as well.


They study had limitations. First, the population was not a random sample and they were community residents who had reasons for receiving medical care. Second, their aminotransferase levels were only measured once. Lastly, they were mostly Caucasian, reducing the generalizability of the data. Still, the findings are strong.


“These data, based on a large number of residents in a U.S. community, suggest that serum levels of AST and ALT obtained in a routine medical care setting are associated with future mortality,” the authors conclude.

Article: “Serum aminotransferase activity and mortality risk in a United States community.” Lee, Tae Hoon; Kim, W. Ray; Benson, Joanne; Therneau, Terry; Melton, III, L. Joseph. Hepatology; March 2008.
Gender differences in language appear biological

Language processing more abstract in girls, more sensory in boys

EVANSTON, Ill. --- Although researchers have long agreed that girls have superior language abilities than boys, until now no one has clearly provided a biological basis that may account for their differences.


For the first time -- and in unambiguous findings -- researchers from Northwestern University and the University of Haifa show both that areas of the brain associated with language work harder in girls than in boys during language tasks, and that boys and girls rely on different parts of the brain when performing these tasks.


“Our findings – which suggest that language processing is more sensory in boys and more abstract in girls -- could have major implications for teaching children and even provide support for advocates of single sex classrooms,” said Douglas D. Burman, research associate in Northwestern’s Roxelyn and Richard Pepper Department of Communication Sciences and Disorders.


Burman is primary author of “Sex Differences in Neural Processing of Language Among Children.” Co-authored by James R. Booth (Northwestern University) and Tali Bitan (University of Haifa), the article will be published in the March issue of the journal Neuropsychologia and now is available online at http://dx.doi.org/10.1016/j.neuropsychologia.2007.12.021.


Using functional magnetic resonance imaging (fMRI), the researchers measured brain activity in 31 boys and in 31 girls aged 9 to 15 as they performed spelling and writing language tasks.


The tasks were delivered in two sensory modalities -- visual and auditory. When visually presented, the children read certain words without hearing them. Presented in an auditory mode, they heard words aloud but did not see them.


Using a complex statistical model, the researchers accounted for differences associated with age, gender, type of linguistic judgment, performance accuracy and the method -- written or spoken -- in which words were presented.


The researchers found that girls still showed significantly greater activation in language areas of the brain than boys. The information in the tasks got through to girls’ language areas of the brain -- areas associated with abstract thinking through language. And their performance accuracy correlated with the degree of activation in some of these language areas.


To their astonishment, however, this was not at all the case for boys. In boys, accurate performance depended -- when reading words -- on how hard visual areas of the brain worked. In hearing words, boys’ performance depended on how hard auditory areas of the brain worked.


If that pattern extends to language processing that occurs in the classroom, it could inform teaching and testing methods.


Given boys’ sensory approach, boys might be more effectively evaluated on knowledge gained from lectures via oral tests and on knowledge gained by reading via written tests. For girls, whose language processing appears more abstract in approach, these different testing methods would appear unnecessary.


“One possibility is that boys have some kind of bottleneck in their sensory processes that can hold up visual or auditory information and keep it from being fed into the language areas of the brain,” Burman said. This could result simply from girls developing faster than boys, in which case the differences between the sexes might disappear by adulthood.


Or, an alternative explanation is that boys create visual and auditory associations such that meanings associated with a word are brought to mind simply from seeing or hearing the word.


While the second explanation puts males at a disadvantage in more abstract language function, those kinds of sensory associations may have provided an evolutionary advantage for primitive men whose survival required them to quickly recognize danger-associated sights and sounds.


If the pattern of females relying on an abstract language network and of males relying on sensory areas of the brain extends into adulthood -- a still unresolved question -- it could explain why women often provide more context and abstract representation than men.


Ask a woman for directions and you may hear something like: “Turn left on Main Street, go one block past the drug store, and then turn right, where there’s a flower shop on one corner and a cafe across the street.”


Such information-laden directions may be helpful for women because all information is relevant to the abstract concept of where to turn; however, men may require only one cue and be distracted by additional information.

Case Western Reserve University psychologist finds gender differences in forgiving


Forgiveness can be a powerful means to healing, but it does not come naturally for both sexes. Men have a harder time forgiving than women do, according to Case Western Reserve University psychologist Julie Juola Exline. But that can change if men develop empathy toward an offender by seeing they may also be capable of similar actions. Then the gender gap closes, and men become less vengeful.


Exline is the lead author on the Journal of Personality and Social Psychology’s article, “Not so Innocent: Does Seeing One’s Own Capability for Wrongdoing Predict Forgiveness"” She collaborated with researchers Roy Baumeister and Anne Zell from Florida State University; Amy Kraft from Arizona State; and Charlotte Witvliet from Hope College.


In seven forgiveness-related studies Exline conducted between 1998 through 2005 with more than 1,400 college students, gender differences between men and women consistently emerged. When asked to recall offenses they had committed personally, men became less vengeful toward people who had offended them. Women reflecting on personal offenses, and beginning at a lower baseline for vengeance, exhibited no differences in levels of unforgiving. When women had to recall a similar offense in relation to the other’s offense, women felt guilty and tended to magnify the other’s offense.


“The gender difference is not anything that we predicted. We actually got aggravated, because we kept getting it over and over again in our studies,” said Exline. “We kept trying to explain it away, but it kept repeating in the experiments.”


The John Templeton Foundation-supported studies used hypothetical situations, actual recalled offenses, individual and group situations and surveys to study the ability to forgive.


Exline said prior studies have shown that at baseline (without any interventions), men tend to be more vengeful than women, who have been taught from childhood to put themselves “in the shoes of others” and empathize with them.


In Exline’s study, women who recalled similar offenses of their own did not show much difference in their levels of vengeance, in contrast to men. Women, having been taught from an early age to be more empathetic, lean toward relationship building and do not emphasize the vengeful side of justice to the degree that men do.


The researchers found that people of both genders are more forgiving when they see themselves as capable of committing a similar action to the offender’s; it tends to make the offense seem smaller. Seeing capability also increases empathic understanding of the offense and causes people to feel more similar to the offenders. Each of these factors, in turn, predicts more forgiving attitudes.


“Offenses are easier to forgive to the extent that they seem small and understandable and when we see ourselves as similar or close to the offender,” she said.


Exline found this ability to identify with the offender and forgive also happens in intergroup conflicts in a study that she related to forgiveness of the 9/11 terrorists.


“When people could envision their own government committing acts similar to those of the terrorists, they were less vengeful,” she stressed. “For example, they were less likely to believe that perpetrators should be killed on the spot or given the death penalty, and they were more supportive of negotiations and economic aid.”
Dementia diagnosis brings relief, not depression

By Erin Fults
March 3, 2008 -- When it comes to a diagnosis of Alzheimer's disease, what you don't know may not kill you, but knowing the truth as soon as possible appears to be the better approach — one that may improve the emotional well-being of both patients and their caregivers, suggests new research from Washington University in St. Louis.

Video:  Brian Carpenter, Ph.D., discusses the psychology of emotional concerns associated with the diagnosis of dementia.
Medical advances have made it possible to diagnose Alzheimer's at very early stages, but a 2004 review of research found about half of all physicians were still reluctant to inform patients of an Alzheimer's diagnosis. While many physicians fear a dementia diagnosis would only further upset an already troubled patient, this follow-up study found quite the opposite.


"We undertook this study because we wanted there to be some data out there that addressed this question and that we could show to physicians and say, 'Most of the people don't get depressed, upset and suicidal. So, this fear that you have about telling them and disturbing them is probably not legitimate for most people,'" says Brian Carpenter, Ph.D., associate professor of psychology in Arts & Sciences at Washington University.


The study, published in the current Journal of the American Geriatrics Society, is co-authored by Carpenter and colleagues in the Division of Biostatistics, the Department of Neurology and the Alzheimer's Disease Research Center at the University's School of Medicine.


In their study, they followed 90 individuals and their caregivers as they came to the Alzheimer's Disease Research Center for an evaluation. Sixty-nine percent eventually got a diagnosis of Alzheimer's disease, but no significant changes in depression were noted and anxiety decreased substantially.


"The major finding is that both patients and their families feel relief, not increased anxiety, upon learning the diagnosis," says study co-author John C. Morris, M.D., the Harvey A. and Dorismae Hacker Friedman Distinguished Professor of Neurology and director of the Alzheimer's Disease Research Center.


"Nobody wants to hear the diagnosis of Alzheimer's disease, but even that is preferable to recognizing there's a problem and not knowing what it is. At least having the diagnosis allows people to make plans for the future, including treatment as appropriate."


One reason an Alzheimer's diagnosis can be comforting to both family members and patients, suggests Carpenter, is that it provides an explanation for what's been going on with the patient. Caregivers, he notes, are often quick to attribute symptoms of dementia to the person, rather than the disease, and patients wonder if they are going "crazy." This study confirms that most patients, regardless of their degree of impairment, tend to experience a sense of relief after getting their diagnosis.


Patients in this 2007 study came from the Alzheimer's Disease Research Center at Washington University. Individuals calling the Center were informed of the study and could choose to participate. Subjects were then interviewed prior to their appointment at the Center and questioned about their mood, family history and expectations for their upcoming exam. After extensive neurological examination, a diagnosis was delivered to the patients and their caregivers and videotaped for the purposes of the study. Patients and caregivers were then called two days after their appointment and asked the same questions about mood, anxiety, and the results of their diagnosis. This study is one of the first where caregivers have also been asked about mood and emotions. “In this current study, we were interested in gauging psychological reactions shortly after receiving the diagnosis," Carpenter says. "That's why we did the follow-up phone call within a couple of days of their evaluation.” Most clinical practice guidelines instruct physicians to tell patients when they suspect Alzheimer's or dementia.


"It's just taking awhile for the clinicians to catch up," says Carpenter.


Carpenter thinks that the number of physicians not telling their patients has gone down since the 2004 study due to a greater public awareness about Alzheimer's.


"We're probably where we were at 10 or 15 years ago with cancer. Years ago when people had cancer their doctors didn't tell them. But we know now that that's improper, and that everybody needs to know if they have cancer. We're going to get there with Alzheimer's disease. [People] are not aware that when you tell the person they're not going to have some sort of catastrophic emotional reaction. The word will get out eventually," says Carpenter.


And there is good reason to spread the word. Earlier diagnoses allow for earlier intervention to delay the effects of Alzheimer's and dementia. Medications currently on the market can delay symptoms in a minor way, in some patients, and may delay institutionalization.


"There are some real practical and financial advantages of even these small incremental gains that we're getting from the medications now. If you can get an extra three to six months in your own house before you have to go to a nursing home, that's a big deal," says Carpenter.


And perhaps more importantly, providing a diagnosis as early as possible gives people a chance to prepare for what is coming. “They know that things are going to get worse rather than better and they know that there's going to come a time when they're not going to be able to do the things they can do now, says Carpenter. "They can get ready for what's coming and we can connect them to support services. We can get their family ready ...so they'll be better prepared."
Costly placebo works better than cheap one

DURHAM, N.C. -- A 10-cent pill doesn't kill pain as well as a $2.50 pill, even when they are identical placebos, according to a provocative study by Dan Ariely, a behavioral economist at Duke University.


"Physicians want to think it's the medicine and not their enthusiasm about a particular drug that makes a drug more therapeutically effective, but now we really have to worry about the nuances of interaction between patients and physicians," said Ariely, whose findings appear as a letter in the March 5 edition of the Journal of the American Medical Association.


Ariely and a team of collaborators at the Massachusetts Institute of Technology used a standard protocol for administering light electric shock to participants’ wrists to measure their subjective rating of pain. The 82 study subjects were tested before getting the placebo and after. Half the participants were given a brochure describing the pill as a newly-approved pain-killer which cost $2.50 per dose and half were given a brochure describing it as marked down to 10 cents, without saying why.


In the full-price group, 85 percent of subjects experienced a reduction in pain after taking the placebo. In the low-price group, 61 percent said the pain was less.


The finding, from a relatively small and simplified experiment, points to a host of larger questions, Ariely said.


The results fit with existing data about how people perceive quality and how they anticipate therapeutic effects, he said. But what's interesting is the combination of the price-sensitive consumer expectation with the well-known placebo effect of being told a pill works. "The placebo effect is one of the most fascinating, least harnessed forces in the universe," Ariely said.


Ariely wonders if prescription medications should offer cues from packaging, rather than coming in indistinguishable brown bottles. "And how do we give people cheaper medication, or a generic, without them thinking it won't work"" he asks.


At the very least, doctors should be able to use their enthusiasm for a medication as part of the therapy, Ariely said. "They have a huge potential to use these quality cues to be more effective."

The study was funded by MIT.
The Wiimote as an interface bridging mind and body


The Nintendo Wii is an immensely popular source of videogame entertainment, but more recently, it has been adapted for a number of different uses, such as a tool for physical therapy and as a form of exercise for geriatrics. New research from the University of Memphis, published this week in the journal PLoS ONE, has found another use: psychological experimentation. By integrating the Nintendo Wiimote with a laboratory computer, psychologist Rick Dale and his student collaborators were able to extract rich information about a person’s reaching movements while they performed a learning task.


The authors were interested in how the dynamic characteristics of arm movement change as people become better at a task. Data from the Wiimote permitted the researchers to demonstrate that body movements change systematically along with change in mental processing (in this case, learning). These results provide new evidence that cognition and action systems, still thought by many to be relatively separate subsystems in the human mind, are actually deeply intertwined.


“The Wiimote is in fact the perfect interface to perform these kinds of experiments,” Dale remarked. “As the game itself is already designed to absorb a person’s body into the videogame experience, we just have to hook the Wiimote into a lab computer, and we can enjoy the rich streaming data that videogames typically use, but this time track them in experiments.”


Dale and his students continuously tracked the position and acceleration of participants’ choices as they learned to match unfamiliar symbols into pairs. As people learned, their bodies reflected the confidence of that learning. Participants moved the Wiimote more quickly, more steadily, and also pressed on it more firmly as they became familiar with the symbols. While everyone knows that you get better at moving in tasks that require intricate movement (such as learning to use chopsticks), these results suggest that your body movements are related to learning other information as well.


Their results suggest that when the body accompanies more complex learning experiences in school or at work, it can richly reflect that underlying process of learning. The authors suggest that this idea may help adaptive computer interfaces and learning technologies extract information about a user or learner – by paying close attention to their body dynamics.


The authors note that using the Wiimote now provides psychologists with a very affordable and immersive environment to study the relations between cognition and action. Existing technology to track three-dimensional movement typically costs many thousands of dollars, but the use of the Wiimote may provide an accessible and enjoyable alternative.


“One reason the Nintendo Wii is so wildly successful is that it integrates natural bodily movements with the mental processing involved in gaming,” Dale notes, “our results offer further testament to this. Your body and your mind are really one system, naturally changing with each other in all our daily learning and other cognitive experiences.”

Citation: Dale R, Roche J, Snyder K, McCall R (2008) Exploring Action Dynamics as an Index of Paired-Associate Learning. PLoS ONE 3(3): e1728. doi:10.1371/journal.pone.0001728
Einstein researchers discover gene mutations linked to longer lifespans

March 4, 2008 (Bronx, NY) – Mutations in genes governing an important cell-signaling pathway influence human longevity, scientists at the Albert Einstein College of Medicine of Yeshiva University have found. Their research is described in the March 4 issue of the Proceedings of the National Academy of Sciences.


The report is the latest finding in the Einstein researchers’ ongoing search for genetic clues to longevity through their study that by now has recruited more than 450 Ashkenazi (Eastern European) Jews between the ages of 95 and 110. Descended from a small founder group, Ashkenazi Jews are more genetically uniform than other groups, making it easier to spot gene differences that are present. In 2003, this study resulted in the first two “longevity genes” ever identified—findings that have since been validated by other research.


The present study focused on genes involved in the action of insulin-like growth factor (IGF-I), a hormone that in humans is regulated by human growth hormone. Affecting virtually every cell type in the body, IGF-I is crucially important for children’s growth and continues contributing to tissue synthesis into adulthood. The IGF-I cell-signaling pathway is triggered when IGF-I molecules circulating in blood plasma latch onto receptors on the surface of cells, causing a signal to be sent to the cell’s nucleus that may, for example, tell that cell to divide.


Animal research had shown that mutations to genes involved in the IGF-I signaling pathway cause two effects: Affected animals have impaired growth but also longer life spans. So the Einstein scientists reasoned that altered signaling in this pathway might also influence human longevity. To find out, they analyzed IGF-I-related genetic variations in 384 Ashkenazi Jewish centenarians. And since plasma levels of IGF-I do not reflect their levels at a younger age, the researchers also looked at two other groups: the children of these centenarians, and a control group consisting of Ashkenazi Jews the same age as the centenarians’ children but with no family history of longevity.


Remarkably, the female children of the centenarians had IGF-I plasma levels that were 35 percent higher than female controls—perhaps a sign that the body was compensating for a glitch in IGF-I signaling by secreting increased amounts of the hormone. That suspicion was strengthened by two other findings: the daughters of centenarians were 2.5 cm shorter than female controls; and when the researchers analyzed the gene coding for the IGF-I cell-surface receptor molecule to which the IGF-I hormone binds, the receptor genes of centenarians and their daughters were much more likely to have a variety of mutations than were the receptor genes of the controls.


“Our findings suggest that, by interfering with IGF-I signaling, these gene mutations somehow play a role in extending the human life span, as they do in many other organisms,” says Dr. Nir Barzilai, senior author of the study and director of the Institute for Aging Research at Einstein.


Dr. Barzilai notes that a drug that decreases IGF-I action is currently being tested as a cancer treatment and could be useful in delaying aging. “Since the subjects in our study have been exposed to their mutations since conception, it is not clear whether people would need such a therapy throughout life or if it could help people who received it at a later time.”

Biologists surprised to find parochial bacterial viruses

Intriguing find reveals more mysteries from Mexico's Cuatro Cienegas
[image: image1.png]


HOUSTON, March 4, 2008 – Biologists examining ecosystems similar to those that existed on Earth more than 3 billion years ago have made a surprising discovery: Viruses that infect bacteria are sometimes parochial and unrelated to their counterparts in other regions of the globe.


The finding, published online this week by the journal Nature, is surprising because bacteria are ubiquitous on Earth. They've been found from the upper reaches of the atmosphere to miles below the ocean floor. Because of their ubiquity, scientists have long believed bacteria to be cosmopolitan, having similar genetic histories across the globe. The same was also believed to be true for phages, the viruses that infect bacteria.
Bacteria in the pozas form coral-like "stromatolites" that are geologically identical to 3.5 billion-year-old fossils that are believed to be the oldest evidence of life on Earth.  Tommy LaVergne/Rice University

"The idea that things in the microbial world can have endemic properties is relatively new," said study co-author Janet Siefert, a Rice University computational biologist who has made a half-dozen trips to one of the study sites in Mexico's remote Cuatro Ciénegas valley. "People really weren't talking about it until about a decade ago, and we certainly didn't expect to find this when we began our work in Mexico."


Bacteria are the dominant forms of life on Earth. They helped shape the planet's land, oceans and atmosphere for 3 billion years before the first appearance of multicellular creatures. Siefert and several of her co-authors began traveling to Cuatro Ciénegas in Mexico's Chihuahuan Desert in 2004 to study cyanobacteria living in a network of more than 200 spring-fed pools, or “pozas.” Cuatro Ciénegas' pozas have been compared to the Galapagos Islands, except that their endemic species -- at least 70 species in the valley are found nowhere else on Earth -- are separated from the rest of the world by mountains and a sea of sand rather than an ocean.


The cyanobacteria in the pozas live communally, forming coral-like structures called "stromatolites," or microbialites, that are geologically identical to 3.5 billion-year-old fossils that are believed to be the oldest evidence of life on Earth.

"We had very little funding when we started going to Cuatro Ciénegas," Siefert said. "We were taking a shot in the dark to see if we could better understand the physical, chemical and geological context of the bacterial communities and the stromatolites."

The work drew interest and seed funding from NASA's astrobiology program, which hoped the work might provide important clues about the way early life might develop on other planets.


Siefert said biogeography -- the study of species’ biodiversity and distribution across time and space -- has only recently been possible for viruses, mainly due to advancements in software and other computer tools. New sequencing technologies made it possible to analyze and geographically map the genetic differences among viral genotypes in Cuatro Ciénegas and other locations. The new study's findings contrast with previous studies that found viruses are widely dispersed on Earth and share almost the same genotypes.


Stromatolite samples collected from two pozas in 2004 were examined by several co-authors in the research group of San Diego State University biologist Forest Rohwer, who has prepared the world's largest database of phage DNA. In the first step of the tests, researchers crushed small bits of the coral-like stromatolites and extracted DNA from the samples. The DNA from each sample was decoded and compiled into a database called a "metagenome." The metagenomes from the Mexican pozas were compared with each other and with metagenomes from stromatolites in Highborne Cay, Bahamas. Finally, all three of these metagenomes were compared with Rohwer's phage database and with several large gene-sequence databases, like GenBank.


"Taken together, these results prove that viruses in modern microbialites display the variability of distribution of organisms on our planet," Rohwer said. "It also suggests that they may be derived from an ancient, microbial community."


The analyses found that the phages in the Bahamas and in both Mexican pozas shared only about 5 percent of the same DNA sequences. Moreover, the analyses revealed that the Mexican phages appeared to have evolved from ancient, ocean-going relatives. Siefert said the finding is amazing given that Cuatro Ciénegas has been cut off from the ocean for about 100 million years, but it complements prior findings of marine genetic signatures in some of Cuatro Ciénegas' other endemic species.


"Over that length of time, we would expect the marine signature to get washed out of the genetic code," she said. "In fact, when we compared the phages from the pozas to oceanic phages, we found cases where the pozas' phages were more closely related to marine relatives than were some of the phages found in other oceans."

Support for the study was provided by the National Science Foundation, the Area de Proteccion de Flora y Fauna of Cuatro Ciénegas and the University of South Florida’s Internal New Research Awards Program. Co-authors include Christelle Desnues, Beltran Rodriguez-Brito, Steven Rayhawk, Scott Kelley, Tuong Tran, Matthew Haynes, Hong Liu, Mike Furlan, Linda Wegley, Betty Chau, Dana Hall, Florent Angly, Robert Edwards, Rebecca Vega Thurber and Forest Rohwer, all of San Diego State University; Yijun Ruan of the Genome Institute of Singapore; Pamela Reid of the University of Miami; Valeria Souza of Universidad Nacional Autónoma de México in Mexico City; David Valentine and Brandon Swan, both of the University of California–Santa Barbara; and Mya Breitbart of the University of South Florida.
Screening the herbal pharmacy


Curing cancer with natural products – a case for shamans and herb women? Not at all, for many chemotherapies to fight cancer applied in modern medicine are natural products or were developed on the basis of natural substances. Thus, taxanes used in prostate and breast cancer treatment are made from yew trees. The popular periwinkle plant, which grows along the ground of many front yards, is the source of vinca alkaloids that are effective, for example, against malignant lymphomas. The modern anti-cancer drugs topotecan and irinotecan are derived from a constituent of the Chinese Happy Tree.


Looking for new compounds, doctors and scientists are increasingly focusing on substances from plants used in traditional medicine. About three quarters of the natural pharmaceutical compounds commonly used today are derived from plants of the traditional medicine of the people in various parts of the world. The chances of finding new substances with interesting working profiles in traditional medicinal plants are better than in common-or-garden botany.


In his search for active ingredients, Professor Dr. Thomas Efferth of the DKFZ has been concentrating on herbal remedies from traditional Chinese medicine with particularly well documented application range. Working together with colleagues in Mainz and Düsseldorf, Germany, Graz, Austria and Kunming in China, he launched a systematic compound search in 76 Chinese medicinal plants that are believed to be effective against malignant tumors and other growths. First results of this study have now been published.


Extracts from 18 of the plants under investigation were found to substantially suppress the growth of a cancer cell line in the culture dish. “With this success rate of about 24 percent, we are way above the results that could be expected from searching through large chemical substance libraries,” Thomas Efferth explains.


The scientists proceeded to chemically separate, step by step, all active extracts, tracing the active component after each separation step by cell tests. The chemical structure of the compounds is analyzed using nuclear magnetic resonance and mass spectroscopy. “We are combining natural substance research with advanced analytical and molecular-biological methods”, Efferth explains. “Plant constituents that seem particularly promising are immediately subjected to further tests.” Such constituents include, for example, substances derived from the Rangoon Creeper, an ornamental plant with red flowers, or from Red-Root Sage. The latter contains three ingredients with powerful anti-tumor activity. The substances were found to suppress the growth of a specific tumor cell line that is particularly resistant to many commonly used cytotoxins due to overproduction of a transport protein in the cell wall. In contrast, a whole range of standard anti-cancer drugs fail to be effective against this cell.


„We can expect to find many interesting, yet unknown working mechanisms among the chemically highly diverse natural substances. Currently, we are aligning the effectiveness of the substances on 60 different cancer cell lines with the gene activity profiles of these cells. Thus, we can determine the exact gene products that are the cellular targets of our compounds. Thereby, it may be possible to discover whole new Achilles’ heels of the cancer cell,” said Efferth describing the next steps.

Thomas Efferth, Stefan Kahl, Kerstin Paulus, Michael Adams, Rolf Rauh, Herbert Boechzelt, Xiaojiang Hao, Bernd Kaina and Rudolf Bauer: Phytochemistry and Pharmacogenomics of Natural products derived from traditional Chinese medica with activity against tumor cells. Molecular Cancer Therapy 7 (1) 2008, page 152
Despite No Gender Difference in Adverse Drug Reactions, Women are Treated Less Frequently than Men with Statins, Aspirin and Beta- Blockers
CHICAGO – Women and men experience a similar prevalence of adverse drug reactions in the treatment of coronary artery disease; however, women are significantly less likely than their male counterparts to be treated with statins, aspirin, and beta-blockers according to a new study by researchers at Rush University Medical Center. The study is published in the March issue of the journal Gender Medicine.


“Developments in disease recognition and novel treatment strategies have led to a significant decline in overall cardiovascular death rate among men, but these dramatic improvements have not been observed in women,” said Dr. Jonathan R. Enriquez, lead author of the study and resident internal medicine physician at Rush. “This may be related to underutilization of medical therapies such as aspirin, ß-blockers, ACE inhibitors or statins.”


In association with Dr. Annabelle Volgman and the Rush Heart Center for Women, the study involved 304 consecutive patients with coronary artery disease at the outpatient cardiology clinic at Rush.   A retrospective observational analysis was performed to determine the usage and adverse reactions reported from aspirin, ß-blockers, angiotensin-converting-enzyme (ACE) inhibitors or statins.  Baseline clinical characteristics were also determined to identify the independent association of gender on usage of standard medical coronary artery disease treatments.


The study found that only 78.1 percent of women were treated with statins compared to 90.8 percent of men. After adjustment for clinical characteristics, men were also found to be six times more likely to receive aspirin and beta-blockers. No significant difference was noted between genders in the prevalence of adverse drug reactions


“The physician’s perception of either anticipated adverse drug reactions or less severe disease may be influencing their decision to not prescribe these medications for women,” said Enriquez. “We encourage further studies to identify the cause of this disparity, so that care for women with coronary artery disease may be optimized.”


Coronary artery disease is the leading-cause of death among women in the United States and annually since 1984 the number of cardiovascular-related deaths in women has exceeded that of men. Women may not only suffer from decreased survival with coronary artery disease, but may also experience a worse quality of life than men.


“Given the findings of this study and other studies documenting the underutilization of current medical therapies in women, we must consider potential solutions to improve care of all patients during the outpatient visit,” said Enriquez.

At the Rush Heart Center for Women, women with heart problems are diagnosed and treated with great sensitivity and innovation by a team of cardiologists, nurse practitioners, nurses, nutritionists and cardiothoracic surgeons who are supported by the comprehensive resources of a world-class academic medical center. Women without overt heart disease are assessed and advised on how to prevent heart disease and stroke.

Sticky blood protein yields clues to autism


Many children with autism have elevated blood levels of serotonin – a chemical with strong links to mood and anxiety. But what relevance this “hyperserotonemia” has for autism has remained a mystery.


New research by Vanderbilt University Medical Center investigators provides a physical basis for this phenomenon, which may have profound implications for the origin of some autism-associated deficits.


In an advance online publication in the Journal of Clinical Investigation, Ana Carneiro, Ph.D., and colleagues report that a well-known protein found in blood platelets, integrin beta3, physically associates with and regulates the serotonin transporter (SERT), a protein that controls serotonin availability.


Autism, a prevalent childhood disorder, involves deficits in language, social communication and prominent rigid-compulsive traits. Serotonin has long been suspected to play a role in autism since elevated blood serotonin and genetic variations in the SERT have been linked to autism.


Alterations in brain serotonin have also been associated with anxiety, depression and alcoholism; antidepressants that block SERT (known as SSRIs, or selective serotonin reuptake inhibitors) block SERT’s ability to sweep synapses clean of serotonin.


Working in the lab of Randy Blakely, Ph.D., Carneiro was searching for proteins that interact with SERT that might contribute to disorders where serotonin signaling is altered.


“Levels of SERT in the brain are actually quite low, so we decided to see what progress we could make with peripheral cells that have much higher quantities,” said Blakely, the Allan D. Bass Professor of Pharmacology and director of the Vanderbilt Center for Molecular Neuroscience. “This took us to platelets.”


In platelets, SERTs accumulate serotonin produced in the gut. SSRIs or genetic deletion of SERT in animals prevents serotonin uptake in the platelet.


“Prior research had fingered the integrin beta3 gene as a determinant of blood serotonin levels and, independently, as a risk factor for autism,” Blakely said.


In the current study, Carneiro identified a large set of proteins that “stick” to SERT, presuming they might control SERT activity. One of these turned out to be integrin beta3.


Once they confirmed a physical relationship between the two proteins, Blakely’s team investigated whether the interaction can change SERT activity. They found that cells lacking integrin beta3 exhibit reduced serotonin uptake and that integrin beta3 activation or a human integrin beta3 mutation greatly enhances serotonin uptake.


“We found that integrin beta3 can put the serotonin transporter into high gear,” said Blakely. Notably, Edwin Cook, M.D., at the University of Illinois at Chicago and a co-author on the study, had shown that the same integrin beta3 mutation that elevates SERT activity also predicts elevated blood serotonin.


“Most investigators studying this integrin beta3 mutation have focused on how its high activity state changes platelet clotting and never looked at its impact on serotonin levels or SERT function,” explained Carneiro. “Now they have a reason to.”


“We don’t think the platelet itself contributes to autism,” said Blakely, “but rather we believe that the brain’s serotonin transporter may be controlled by integrin proteins in a very similar manner.”


Carneiro and Blakely believe that too much SERT activity imposed by abnormal integrin interactions could restrict availability of serotonin in the brain during development, as well as in the adult.


“What is even more striking is that this is the second time we have found elevated SERT activity associated with autism,” said Blakely. In a 2005 study, Blakely and Vanderbilt collaborator James Sutcliffe, Ph.D., identified mutations in the SERT gene that triggered elevated SERT activity.


Carneiro is now hot on the trail of integrin interactions with brain SERT as well as engineering mice that express human integrin beta3 mutations.


At a February Keystone Conference, Blakely described preliminary studies with mice that his lab has engineered to express hyperactive SERT mutations. “Together, these new animal models offer an unprecedented opportunity to peel away the complexity of autism and possibly develop new therapies,” he said.


This research also may uncover new ways of treating depression. “Current antidepressant mechanisms still essentially work in the same way they did 25 years ago – by targeting transporter uptake of neurotransmitter directly,” Carneiro said. “Now we may have a completely new way to go about it.”

These new studies represent an early success of Vanderbilt’s recently established Silvio O. Conte Center for Neuroscience Research, an NIMH-sponsored program designed to investigate the genes and proteins that control serotonin signaling during development and in the adult, Blakely noted. The research was also supported by the National Alliance for Research on Schizophrenia and Depression (NARSAD).
From Multiple Sclerosis, a Multiplicity of Challenges

By JANE E. BRODY
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When it comes to understanding, preventing and treating chronic diseases, multiple sclerosis ranks among the most challenging. The word “multiple” is apt in more ways than one.


Various suggested causes include early-life exposure to certain viruses or toxic agents, geographic and dietary influences, inherent immunological defects and underlying genetic susceptibilities.


MS is highly unpredictable. Rarely are any two patients alike in the presentation, duration and progression of symptoms; even the underlying cause of disability in MS is being reconsidered. And rarely do any two patients respond in the same way to a given therapy, be it medically established or alternative. Trial and error is the name of the game, experts say, because it is often not possible to know in advance what will work best for individual patients.

Stuart Bradford


These are the frequent underpinnings of confusion and distrust among those afflicted and their families. They sometimes give rise to claims that the organizations raising large amounts of money to support research and patient services and the scientists studying the disease have no intention of finding a cure, lest it put them out of business. It is a ridiculous notion on its face, since many of those involved in fund-raising and research have watched loved ones suffer and succumb to diseases like MS.


The failure of the medical establishment to solve mysteries like MS also prompts many patients to seek alternative remedies suggested by friends and relatives or found on the Internet. Many of these remedies are harmless, and some may actually be helpful, at least for a time. But when the remedies keep patients from trying the best that modern medicine can offer — or when they interact negatively with established remedies — the result can be a far more rapid downhill course than might otherwise have occurred.


The goal, then, for those considering alternative treatments is to make them complementary to, not competitive with, therapies that have passed muster in well-designed clinical trials.


“People have only one brain and one spinal cord, and what everyone with MS should be doing is optimizing treatment options every single day,” said Dr. Allen C. Bowling, a neurologist at the Rocky Mountain MS Center and author of “Complementary and Alternative Medicine and Multiple Sclerosis.” “Every patient should play the chips for which we have the best evidence. They should take advantage of what conventional medicine has to offer along with unconventional medicine,” as long as the latter does not interfere with the former.

Treatment Options


Multiple sclerosis is an inflammatory autoimmune disease of the central nervous system in which the body’s own immune system attacks the myelin sheath that insulates nerves in the brain and spinal cord, resulting in irreversible damage to the axons that transmit nervous-system signals. About 400,000 people in the United States are affected, twice as many women as men.


MS is typically diagnosed between ages 20 and 40, but evidence indicates that it starts years before the first symptoms of weakness or disability appear. Even without a cure, many treatments are available — like drugs, physical and occupational therapy, exercise and rest — that can ease symptoms and delay the disease’s progression.


In most patients, the disease starts out, and may stay indefinitely, in a relapsing-remitting form that results in gradual progressive disability but is rarely life-threatening. In about 10 percent of patients, the disease is progressive from the outset and life expectancy is reduced.


The goal of therapy is to prevent relapses and the worsening of symptoms. Since symptoms can disappear on their own, large, long-term, scientifically controlled clinical trials are needed to determine what works and what only seems to work initially. Trials are also needed to uncover potentially serious side effects.


Such trials have identified half a dozen substances called immune modulators, five of which have been approved by the Food and Drug Administration as disease-modifying agents. These are Avonex, Betaseron, Copaxane, Novantrone and Rebif.


In her book “Multiple Sclerosis: An Essential Guide for the Newly Diagnosed,” Margaret Blackstone, a medical writer and MS patient, describes Avonex, Betaseron and Rebif as interferon-based treatments administered by injection that seek to calm an overactive immune system. Copaxane, also taken by injection, is an antigen that fools the body into thinking it is the protein in myelin. It is meant to protect the myelin from an immunological attack. Novantrone is an immunosuppressive cancer drug used to treat progressive MS.


A sixth drug, Tysabri, a monoclonal antibody that prevents immune cells from entering the brain, is given intravenously every four weeks. Tysabri was removed from the market in 2004 because of serious complications in three patients. It is now back in clinical trials and available through a special program to those who had found it to be the best treatment for their disease, but last week its makers posted a warning to doctors that it has been found to cause serious liver damage in some patients.

Therapy and Alternatives


Up to 20 percent of patients have a relatively mild form of MS and may not need drug treatment, but it is impossible to predict who they are. Dr. Bowling emphasized the importance of not waiting until neurological defects appear, since they cannot be reversed by any known therapy. He also said that therapies should be tailored to the nature of each patient’s disease and the known activity of the various drugs.


Ms. Blackstone states it is important for patients to recognize an impending relapse — common indicators are fatigue and “a heightened sense of vulnerability, as if the person can tell something bad is going to happen” — and not try to work through a relapse. “It’s better to rest” and “avoid engaging in strenuous activity,” she suggests.


If relapse symptoms warrant, corticosteroids can be used to speed recovery and possibly to delay or prevent another relapse. The other critically important aspect of therapy involves managing symptoms. Depending upon the stage and severity of the disease, symptoms may include fatigue, dizziness, vision changes, spasticity, weakness, tremor, numbness, balance problems, pain, depression, constipation and speech difficulties. In more advanced disease, sexual problems and incontinence are common.


Measures may be taken to reduce disability from these symptoms, like physical, occupational and speech therapy and psychotherapy; avoiding heat; getting adequate rest; and learning to listen to one’s limitations.


At one point or another, most MS patients also seek out, and often benefit from, complementary and alternative medicine, like acupuncture, dietary supplements, biofeedback, meditation, guided imagery, tai chi, cooling therapy, yoga, therapeutic touch and electromagnetic therapy. In his book, Dr. Bowling describes what is known about each of these possible adjuncts to medically established treatments, some of which can be counterproductive or negate the benefits of medication.

This is the first of two columns on multiple sclerosis. Next week: Could a special diet for MS patients be worth trying?
Vital Signs

Hazards: Sleeping Through Noise, but Still Feeling Its Effects

By NICHOLAS BAKALAR


Noise while you are sleeping can significantly raise your blood pressure, even when it does not wake you up, a new study suggests.


Researchers monitored 140 generally healthy men and women ages 45 to 70 as they slept near four European airports. They used electronic devices to monitor blood pressure and to measure noise levels from airplanes, traffic and indoor sounds. Noise incidents varied from 5 decibels, roughly the sound of a quiet room, to more than 90 decibels, the equivalent of a loud stereo. The study was posted online Feb. 12 in The European Heart Journal.


At each site, the effects were consistent: a noise of 35 decibels or more — roughly equivalent to an airplane passing overhead or a bed partner’s loud snoring — was associated with an average 6.2 increase in systolic blood pressure (the first number) and a 7.4 increase in diastolic pressure; the louder the noise, the greater the increase. The source of the noise made no difference, and people did not get used to it through the night. Every time noise occurred, blood pressure went up.


“It may well be that continuous exposure to noise for a long time will eventually give rise to a chronic increase in blood pressure,” said Dr. Lars Jarup, the senior author and a reader in public health at Imperial College London. “And it’s fair to say that if you increase blood pressure until you are clinically hypertensive, this is a major risk factor for cardiovascular illness.”
Vital Signs

Nostrums: To Prevent Pain in Infants, How About Sugar Water?

By NICHOLAS BAKALAR


Infants have to get shots, and they hurt. But a new study finds that there is an anesthetic that is not only effective but also easy to administer and safe: sugar water.


Researchers tested 83 infants at ages 2 months and 4 months. Before and after their routine inoculations, about half were given a 24 percent sucrose solution and a pacifier. The others received sterile water and the pacifier.


Then investigators who did not know which children received the sugar water rated their level of pain and discomfort on a standardized scale that measured the intensity of cry, pained facial expression, body movements and sleep.


The study, which appears in the February issue of Pediatrics, found that at both 2 months and 4 months, the babies who got the sucrose solution were significantly more comfortable than those who received plain water. Even nine minutes after the injection, babies who drank sugar water scored 78 percent lower on the pain scale than the other infants.


“Babies do respond to immunizations with significant distress,” said Linda A. Hatfield, the lead author and an assistant professor of nursing at Penn State. “Our hope is that these findings will help decrease infants’ pain and make parents comfortable about bringing their children in for inoculation.”
Essay

Drug Pitchmen: Actor, Doctor or Pfizer’s Option

By ABIGAIL ZUGER, M.D.


Years ago, a large poster featuring an appealingly sweaty and smiling young man climbing a mountain appeared in my subway station, directly across from my usual waiting spot. Purportedly he had been invigorated by one of the first AIDS drugs marketed directly to the public. He looked magnificent on top of his mountain, a lot better than my AIDS patients — a lot better than me.


The advertising campaign worked well. Over the months, quite a few patients urgently requested the mountain man’s drug. Then they began to come back complaining of some of the predictable side effects, which were debilitating and particularly tricky to manage. I moved down the platform so I wouldn’t have to look at the mountain man anymore. His smile had become a sneer.


Attractive, healthy-looking models playing sick patients will sell drugs; any magazine or medical journal proves this. So will models playing kindly doctors, their wise faces wrinkled in all the right places. They are all marketing magic pills to turn us into fairy-tale visions of our patients, our doctors, ourselves. Nothing new there: this is advertising.


Real doctors also have considerable personal power when it comes to drug marketing. Study after study shows that when doctors are plied with free pens and elegant restaurant meals, trips to snow-white beaches and turquoise waters, not to mention cash payments for listening to drug testimonials disguised as educational meetings, they will begin to endorse the products of their benefactors.


Until now, these have been the time-honored approaches to selling drugs: bluntly speaking, companies hire an actor, or buy a doctor. And then, Pfizer came up with a third option.


Dr. Robert Jarvik is neither a physician nor an actor, and yet he managed to sell medications for two years and, in so doing, deceived us all. Or so Congress implied as Dr. Jarvik’s performance as a spokesman for the cholesterol-lowering drug Lipitor came under intense public scrutiny last month. Pfizer finally pulled the ads last week.


Of course, Dr. Jarvik is indeed a doctor — but he lacks the one commodity usually sought by the pharmaceutical companies: he has no medical license and cannot write prescriptions. And he is indeed an actor; he stood before cameras and read from a script. He even had a body double doing his athletic work for him, rowing a scull in the background of his advertisements.


But when it comes to drug ads, we are used to actorly actors, with full heads of hair and such appealing charisma that we want to be near them — or to become them ourselves. Or conversely, we expect real doctors — our own doctors, with our own individual best interests at heart, despite that Lipitor pen protruding from their pockets.


And such was the confusion engendered by the hybrid neither-of-the-above Dr. Jarvik that the escalating chorus of disapproval actually, incredibly, argued for the status quo: Dr. Jarvik may design artificial hearts, but if he is not a “real” cardiologist, with real patients and a real prescription pad, then what qualifies him, the critics asked, to recommend this or any other drug?


In fact, a fully credentialed cardiologist touting Lipitor on television would simply be one more particularly visible iteration of a relationship the public is known to despise: a doctor paid in cash instead of goods for promoting a drug to millions, instead of one at a time.


Surely the best message we can derive from the Jarvik episode is that it may be time to rethink the advertising of prescription drugs. Both doctors and their patients need to be educated about these products, no argument there. But Madison Avenue’s usual embellishments can turn sinister when it comes to medication.


After all, we know that no pair of jeans or bottle of beer will bring us health, wealth, joy and a full head of hair. But when it comes to a pill, we all — doctors and patients alike — tend to succumb to wishful thinking.


Perhaps it is the time for all drug advertising to be reformulated according to the premise that a medication is too powerful, serious and subtle a commodity to be promoted by attractive or famous individuals — doctors or actors — making implicit or explicit promises while indulging in vigorous exercise and pocketing checks.

Abigail Zuger, who writes the monthly Books column for Science Times, is a physician in Manhattan.
Mind

When People Drink Themselves Silly, and Why

By BENEDICT CAREY  Published: March 4, 2008


The urge to binge mindlessly, though it can strike at any time, seems to stir in the collective unconscious during the last weeks of winter. Maybe it’s the television images from places like Fort Lauderdale and Cabo San Lucas, of communications majors’ face planting outside bars or on beaches.


Or perhaps it’s a simple a case of seasonal affective disorder in reverse. Not SAD at all, but anticipation of warmth and eagerness for a little disorder.


Either way, researchers have had a hard time understanding binge behavior. Until recently, their definition of binge drinking ― five drinks or more in 24 hours ― was so loose that it invited debate and ridicule from some scholars. And investigators who ventured into the field, into the spray of warm backwash and press of wet T-shirts, often returned with findings like this one from a 2006 study: “Spring break trips are a risk factor for escalated alcohol use.”


Or this, from a 1998 analysis: “The men’s reported levels of alcohol consumption, binge drinking and intoxication were significantly higher than the women’s.”
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In fact, the dynamics of bingeing may have more to do with personal and cultural expectations than with the number of upside-down margaritas consumed. In their classic 1969 book, “Drunken Comportment,” recently out in paperback, the social scientists Craig MacAndrew and Robert B. Edgerton wrote that the disconnect between the conventional wisdom on drunken behavior and the available evidence “is even now so scandalous as to exceed the limits of reasonable toleration.”


They detailed the vast differences in the way people from diverse cultures behave after excessive alcohol. In contrast to nearby tribes, for example, the Yuruna Indians in the Xingu region of Brazil would become exceptionally reserved when rendered sideways by large helpings of moonshine. The Camba of eastern Bolivia would drink excessively twice a month. Sitting in a circle, they would toast one another, more lavishly with each pop.
Yvetta Fedorova


In a Japanese island village, Takashima, people knew a drinking occasion had gone completely off the dials if villagers began to sing or, wilder still, to dance. Aggression, sexual or otherwise, was unheard of during these sessions.


Western cultures are more likely to excuse binge drinking as a needed mental vacation. “An awful lot of cultures have institutionalized bingeing as a kind of time out like Mardi Gras or New Year’s Eve, a culturally recognized period where a certain amount of acting out is acceptable,” said Dwight Heath, emeritus professor of anthropology at Brown.


Not to say that would-be bingers, when ordering that first tray of Irish car bombs for the table, think about discharging a cultural tradition. They have their own reasons. And those, too, shape subsequent drunken behavior.


In a series of studies in the 1970s and ’80s, psychologists at the University of Washington put more than 300 students into a study room outfitted like a bar with mirrors, music and a stretch of polished pine. The researchers served alcoholic drinks, most often icy vodka tonics, to some of the students and nonalcoholic ones, usually icy tonic water, to others. The drinks looked and tasted the same, and the students typically drank five in an hour or two.


The studies found that people who thought they were drinking alcohol behaved exactly as aggressively, or as affectionately, or as merrily as they expected to when drunk. “No significant difference between those who got alcohol and those who didn’t,” Alan Marlatt, the senior author, said. “Their behavior was totally determined by their expectations of how they would behave.”


In a repeat of the session performed for a coming documentary, one participant insisted that she could not have been drinking because alcohol always made her flush.


“We told her that, yes, in fact she was drinking it,” Dr. Marlatt said. “She immediately flushed.”


Somewhere between personal preferences and social custom, moreover, the peer group asserts itself. In a recent study, public health researchers in New Zealand conducted extensive interviews with teenage girls in one of two cliques at a high school. Both groups associated drinking with uninhibited behavior ― and that is what they exhibited. But one group considered being uninhibited to include making out, and the other considered it to include far more.


In their discussion, Dr. MacAndrew and Dr. Edgerton acknowledged that Western societies, and certainly the United States, send multiple signals on bingeing. At times, the signals cross, as when movies show spring-break binging as sunburned, sexy fun, while health pronouncements make it look like an orgy of near-criminal behavior.


At other times, cultural expectations and personal preferences reinforce each other. The hope that a wild session might “reveal new things about myself” or “allow me to act completely out of character” is widely echoed in literature, pop culture and drinking lore. If the research is a guide, those hopes should be self-fulfilling at some level.


Unless, that is, the binge goes beyond any reasonable definition of excess. Then the amount of tequila consumed matters very much ― and poison is poison in any culture.
One-Ounce Mississippian of 55.8 Million Years Ago

By JOHN NOBLE WILFORD  Published: March 4, 2008
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It is hard to picture a wee monkeylike adult creature weighing no more than an ounce. But fossils of the 55.8 million-year-old animal, the earliest known primate to inhabit North America, have emerged from coastal sediments in Mississippi.


The oldest North American primate and mammalian biogeography during the Paleocene--Eocene Thermal Maximum


It is even harder to imagine that tiny primates of this primitive kind were able to migrate to this continent all the way from their Asian homeland.


The world then was much warmer, however, basking in tropical or subtropical conditions nearly everywhere as continents drifted apart. Over countless generations the tree-dwelling primates slowly crossed to America from Siberia, presumably by the Bering land bridge when it was probably heavily forested.


Some primates apparently continued through Greenland and Scotland, connecting links to Europe at a time of lower sea levels.


This new reconstruction of the early dispersal of primates, the order of mammals that now includes humans and apes, stems from an analysis of a fossil primate discovered in 2001 near Meridian, Miss. The identification and significance of the new species are reported in The Proceedings of the National Academy of Sciences.


K. Christopher Beard, a paleontologist at the Carnegie Museum of Natural History in Pittsburgh, wrote that the species, Teilhardina magnoliana, is older and more primitive than other early North American and European primates. It is less than 100,000 years older than related specimens found in the Big Horn Basin of Wyoming and in Belgium and France.


The genus bears the name of Pierre Teilhard de Chardin, the French Jesuit and paleontologist, who spent years studying fossils in China. Magnoliana is a tip of the hat to Mississippi, the Magnolia State. And the site of the fossil-bearing outcrop south of Meridian is called Red Hot, for the name of a diner that used to be nearby. “This primate’s a little teeny guy,” Dr. Beard said in a phone interview. The tiniest living primate, the pygmy mouse lemur of Madagascar, is about the same size.


In their beginning, all primates were small. The one from Mississippi, Dr. Beard said, probably looked like the big-eyed tarsiers of Southeast Asia or a small monkey. Scientists theorize that the Teilhardina genus is not far removed from the common ancestor of tarsiers and monkeys.
Teilhardina magnoliana Mark A. Klingler/Carnegie Museum of Natural History
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Like other diminutive primates, this one lived in trees, climbing, leaping and swinging from branches. One defining characteristic of the primate order is the adaptation of the fore limbs and hands to seizing and handling objects.


When the Mississippi primate lived, the gulf waters reached well inland, and warm and humid Meridian had tidal channels. Scientists said the animal probably ate insects, fruits, sap and gum and was about as small as an adult primate could be.


Peter Wilf, a paleobotanist at Penn State who has studied the site but did not contribute to the report, said the primate lived in a subtropical forest of shrubs and tall trees, flowering plants and ferns, sassafras and sumac.


Other scientists said the new research, though impressive, was not likely to resolve differing interpretations of primate dispersal until more detailed and extensive fossils were collected.


One hypothesis was that the animals migrated to Europe and then to North America as the world grew warmer, the oceans wider and sea levels lower. In this ice-free world, sea-level changes were caused by continental drift, altering the volume of ocean basins.


But Eurasia was not a solid landmass then, with shallow seas standing in the way of a westerly advance of the tiny primates, and Western Europe was more an archipelago of islands than a continent. So scientists looked for an alternative story to the fateful global primate expansion.


When the world cooled 35 million years ago, Dr. Beard said, the descendants of the Mississippi primate and others died out everywhere except in Southeast Asia and Africa, where survivors evolved into the great apes and humans.
Eradicate Malaria? Doubters Fuel Debate

By DONALD G. McNEIL Jr.
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Last year, challenging global health orthodoxy, Bill and Melinda Gates called for the eradication of malaria.


That is, for exterminating the parasite everywhere and forever, except perhaps in laboratory storage, as has thus far happened to just one disease in history, smallpox.


Their call, delivered at a malaria conference that they had convened in Seattle, was, in Mrs. Gates’s language, “audacious.” Her husband went further, asking, “Why would anyone want to follow a long line of failures by becoming the umpteenth person to declare the goal of eradicating malaria?”
Peter Ginter


To many public health leaders, that remains a good question. While some, including the heads of the Global Fund to Fight AIDS, Tuberculosis and Malaria and the President’s Malaria Initiative, have lauded the Gateses’ call as inspirational, others call it noble but quixotic, because the tools to eradicate malaria do not yet exist. A few, including the combative chief of malaria for the World Health Organization, have even argued that it could do harm.


Dr. Margaret Chan, director general of the W.H.O., backed the call, telling the audience from the dais in Seattle, “I dare you to come along with us.”


Last month on his swing through Africa, President Bush implicitly endorsed the idea without mentioning the Gateses, saying the United States would lead the eradication effort.


The Bill & Melinda Gates Foundation has spent $1.2 billion to fight malaria, which is thought to cause as many as 500 million infections a year in 107 countries, a million of them fatal.


Virtually no experts expect it to be eradicated in the lifetimes of the Gateses or the Bushes. Dr. Regina Rabinovich, the foundation’s head of infectious disease, said the Gateses knew it was a long-term undertaking, not possible without more money, better health systems and probably a vaccine, which is still far off.


Dr. Arata Kochi, the W.H.O. malaria chief, went further than other skeptics, arguing that the specter of eradication is counterproductive. With enough money, he said, current tools like nets, medicines and DDT could drive down malaria cases 90 percent.


“But eliminating the last 10 percent is a tremendous task and very expensive,” Dr. Kochi said. “Even places like South Africa should think twice before taking this path.”


False hopes, he said, lead governments to hope for miracles instead of accepting the mundane budget-draining control policies that he endorses. For example, health officials from Rwanda and Zanzibar, having drastically cut malaria within their borders, have asked him about seeking money for elimination.


Even relatively wealthy countries rarely succeed at that. South Africa, Saudi Arabia and Mexico all control cases but see new ones imported — from Mozambique, Yemen and Guatemala, respectively, he said.


Dr. Awash Teklehaimanot, director of the malaria program at the Earth Institute of Columbia University, said he worried that calls for eradication raised expectations too high, inviting frustration and a loss of political will.


“Maybe 10, 15 years from now, we should consider this,” he said.


This debate occurs more in the hallways of malaria conferences than in public, because some scientists fear that a zeal for eradication is now compulsory.


Dr. Rabinovich denied that, saying foundation decisions were not based “on whether or not people agree with public statements made by Bill and Melinda.”


Nonetheless, nervousness persists. One week after the Gates announcement, the head of an organization financed by the foundation joked in front of a small audience that eradication was “the new marching order.”
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“Go along with it if you want to get funded,” he said, adding that it was viable only if linked “to a date like 2050, or far enough in the future so that none of us can be held accountable.”


Asked about that afterward, he asked that he not be quoted. In subsequent forums, he stopped joking and repeatedly said eradication was his organization’s goal. The history of eradication, however, favors the skeptics.


The International Task Force for Disease Eradication at the Carter Center in Atlanta lists candidates for extinction. Malaria is not even near the top.


The top two, polio and guinea worm, both cling stubbornly on. The last push on polio, begun in 1988 with the funeral planned for 2000, has consumed $5 billion.


In the early 1900s, another of the world’s richest men, John D. Rockefeller, tried to wipe out hookworm and yellow fever. In the American South, he was victorious. Globally, he was not.


Malaria, a parasite that changes shape and hides in multiples organs in mosquitoes and humans, is fiendish compared with polio, a short virus that can be blocked in the gut.


And its death has been predicted before. In 1600, cinchona bark, the source of quinine, was found in the New World. Struggles to monopolize cinchona and sales of counterfeit bark, problems that bedevil drug companies today, quickly emerged.


The best opportunity probably existed in 1955, the year Mr. Gates was born and the year the W.H.O. said it would eradicate malaria. With weapons then new, DDT and chloroquine, a fast-acting synthetic quinine, annual deaths were driven down below 500,000.


But as an old bitter joke among parasitologists goes: “We didn’t wipe out malaria. We wiped out malariologists.” It was working so well that young scientists chose other fields.


Then, slowly, it fell apart. Chloroquine-resistant parasites and pesticide-resistant mosquitoes emerged. Rachel Carson’s 1962 book “Silent Spring” made DDT a pariah.


And the world changed. Before the 1960s, colonial governments and companies fought malaria because their officials often lived in remote outposts like Nigeria’s hill stations and Vietnam’s Marble Mountains. Independence movements led to freedom, but also often to civil war, poverty, corrupt government and the collapse of medical care.


The best-known example of defeat snatched from the jaws of victory is Sri Lanka, which went from one million malaria cases in 1955 to a mere 18 in 1963. Spraying was cut back, and cases surged to 537,000 by 1969. By 2005, the country was again down to 1,640 cases.


The civil war’s cease-fire of 2001 has broken down, and the disease could surge again.


Sir Richard G. A. Feachem, former director of the Global Fund and now head of the Global Health Group, a policy institute at the University of California, San Francisco, founded with Gates Foundation money, says malaria can be squeezed to death by moving control downward from southern China, up from southern Africa and up across the South Pacific. He hopes for elimination by 2050.


“We’ll use today’s tools today,” he said, “and tomorrow’s tools tomorrow.”


By contrast, Clive J. Shiff, a malaria expert at the Johns Hopkins Bloomberg School of Public Health who fought malaria in the 1950s in what was then Rhodesia, says flatly that unless Africa can end both its poverty and its civic strife, “eradication is a pipe dream.”


With smallpox or measles, he explained, a single childhood bout usually confers lifetime immunity. Vaccines, made from weakened virus, confer the same.


With malaria, however, children who survive multiple bouts receive just a quasi-immunity. Adults become mildly ill.


Without repeated “doses” from mosquitoes, that fades. If an adult leaves for a few years and returns, a single bite can kill. So creating a lifelong vaccine may be impossible.


Malaria is also a tempting political weapon. In southeastern Rhodesia, Dr. Shiff said, local eradication failed because nearby South Africa and Mozambique would not cooperate.


In Nyasaland, now Malawi, rebels against the white government ejected or fought spraying teams. Nowadays, African tribal rivalries have replaced black-white conflicts.


Most countries finally suppress malaria only when wealth arrives. Their houses have windows, and their swamps are not just treated but paved for malls. The disease could return even to the United States. There are susceptible mosquitoes from Florida to Canada.
Sociable, and Smart

By CARL ZIMMER

For the past two decades, Kay E. Holekamp has been chronicling the lives of spotted hyenas on the savannas of southern Kenya. She has watched cubs emerge from their dens and take their place in the hyena hierarchy; she has seen alliances form and collapse. She has observed clan wars, in which dozens of hyenas have joined together to defend their hunting grounds against invaders.


“It’s like following a soap opera,” said Dr. Holekamp, a professor at Michigan State University.


Throughout her career, Dr. Holekamp has remained vigilant against anthropocentrism. She does not think of the hyenas as long-eared people running around on all fours. But the lives of spotted hyenas, she has concluded, share some profound similarities with our own. In both species, a complex social world has driven the evolution of a big, complex brain.
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Scientists have long puzzled over the enormous size of the human brain. It is seven times larger than one would predict for an average mammal of our size. Many of our extra neurons are in a region called the frontal cortex, where much of the most sophisticated thought takes place.


To understand how we ended up with such a strange organ, many scientists have turned to our fellow primates. They also have large brains, although not as large as our own. It turns out that primates with a big frontal cortex tend to live in large groups.


Primates may be pushed into larger groups thanks to predators or to patchy sources of food like fruit trees. As their numbers grow, natural selection may favor social intelligence. The primates form long-term alliances with each other and compete with rivals. They begin to keep track of a larger and larger social network.


A boost in social intelligence can lead to an evolutionary edge for primates. Well-connected female baboons, for example, dominate their bands. They have more babies than lower-ranking females, and their babies enjoy better health and faster growth.
In a rare instance, a male hyena returns to the cub den and socializes with the cubs. This male is of high social rank. The females usually do not let males near the cubs. Heather E. Watts

Brain imaging studies have revealed that when people think about other people, parts of the frontal cortex become active. Advocates of the social brain hypothesis say the frontal cortex expanded in our ancestors because natural selection favored social intelligence.


Most of the research on the social brain hypothesis has focused on primates. One reason for that bias, Dr. Holekamp said, is many scientists thought that no other animals were worth studying. “Primatologists have argued for years,” she said, “that primates are unique in terms of the complexity of their social lives.”
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From her experience with hyenas, Dr. Holekamp had her doubts. So she began to run experiments on spotted hyenas similar to the ones run on primates. She would play recordings of hyenas, for example, to see if other hyenas recognized them individually. They did. She soon came to see the primates-only view of the social brain as deeply flawed.


“I would argue that’s not true at all: spotted hyenas live in a society just as large and just as complex as a baboon,” Dr. Holekamp said, noting that spotted hyenas live in the largest social groups of any carnivore. “We’re talking about 60 to 80 individuals who all know each other individually.”


To understand the social intelligence of hyenas, Dr. Holekamp and her colleagues track the animals from birth to death. Their work begins in the communal dens where the cubs live for their first few months. Crawling into the dens, a network of underground chambers, is Dr. Holekamp’s least favorite part of her job.

From CT scans of hyena skulls, researchers reconstructed the three-dimensional structure of the brains. The hyenas with the simplest social structures had the smallest frontal cortex. The spotted hyena, with its complex social structure, had "far and away the largest frontal cortex," Dr. Holekamp said.  Sharleen Sakai and Brad Arsznov

“The hyenas are the least of your trouble,” she said. “You know when the mom’s there and when she’s not. But is there also a warthog in there that’s going to take off your face with its tusks? Is it a cobra?”


Older spotted hyenas pay regular visits to the dens, giving the cubs an opportunity to learn about the rigid hierarchy in which they live. Spotted hyena societies have one dominant female at the top, and a series of hyenas below her. Each cub learns exactly where it fits into the hierarchy, and where all the other spotted hyenas fit as well.


The hierarchy reveals itself most vividly when it is time to eat. When one or two hyenas make a kill, other members of the clan will join them to fight over the prey. But the dominant female always wins.


“An alpha female,” Dr. Holekamp said, “can waltz into any kill and eat as much she wants.”


There are times, however, when the entire group of hyenas comes together. Spotted hyena clans patrol the borders of their territory together, marking it with their urine. A kill near a border can provoke a conflict with a neighboring clan. “When the whole group territory is on the line,” Dr. Holekamp said, “all these unrelated individuals join forces and engage in a clan war.”


What makes the social complexity of spotted hyenas particularly enlightening, Dr. Holekamp said, are their relatives. They belong to a family of four species, and the other three live in strikingly different societies.


Brown hyenas, for instance, live in much smaller clans that range up to about 14 animals. Although scientists do not know much about brown hyenas, it seems that some clans live in a hierarchy, while in others, the hyenas enjoy more equality.


Striped hyenas live in even smaller groups of a single female and no more than three adult males. The males mate with the female, but they seem not to have much else to do with her.


The most solitary of all the spotted hyena’s relatives is the aardwolf. Instead of hunting or scavenging meat, they have shifted to a diet of termites. A male and female aardwolf will live as a monogamous pair, caring for their young and defending their termite mounds from intruders.


Dr. Holekamp wonders if this range of social arrangements is reflected in the structure of hyena brains. It was not an easy idea to test. “Their brains certainly aren’t just lying out on the savanna,” she said. “It’s really very hard to get hold of them.”


While it may be difficult for scientists to get their hands on intact hyena brains, hyena skulls are not so hard to come by. From a CT-scan of a hyena skull, it is possible to reconstruct the three-dimension structure of the brain it held. “You can see all the indentations and protuberances on the surface of the brain,” Dr. Holekamp said.


In recent months, Dr. Holekamp has been working with Sharleen Sakai and Barbara Lundrigan, both at Michigan State, to survey dozens of skulls from all four species in the hyena family. Their preliminary results indicate hyenas follow the same rule as primates.


“It’s just what the social complexity hypothesis would predict,” Dr. Holekamp said. “The hyenas with the simplest social systems have the tiniest frontal cortices. The spotted hyena, which lives in the most complex societies, has far and away the largest frontal cortex.”


The brown and striped hyenas, with intermediate social systems, have intermediate brains. “There’s a spectrum,” Dr. Holekamp said.


Joan Silk, an expert on monkey societies at the University of California, Los Angeles, praises Dr. Holekamp’s research, calling it “directly relevant to our understanding of the origins of social complexity and intelligence.”


While the intelligence of hyenas may be similar to that of primates, Dr. Holekamp is also struck by the differences. Primates are immensely curious, but she does not see much evidence of inventiveness in hyenas.


“But maybe that’s not a fair question,” she said. “Maybe we’ll have to ask about this in relation to other carnivores, where you would expect hyenas to be very curious and innovative.”


To get an answer to that question, Dr. Holekamp and her colleagues are running intelligence tests on wild hyenas. They are putting meat into boxes and placing them on the savanna.


“The animal can see it and smell it,” Dr. Holekamp said, “but it can’t get it unless it can figure out how to slide a bolt from right to left to open the door.”


Dr. Holekamp hopes to determine how innovative hyenas are compared with other carnivores. It is possible that, along with social complexity, intelligence can also evolve in other ways.


“An animal is going to be favored to be innovative if that will help it get food, regardless of whether it lives in a group,” Dr. Holekamp said.


By comparing hyenas and primates, as well as other mammals, Dr. Holekamp believes it will be possible to get a full picture of how intelligence evolves.


There’s a tremendous support for the social brain hypothesis,” she said, “but I think that in order to understand the origin of intelligence we have to think more broadly than that.”
Avalanches caught flowing on Mars
* 14:57 04 March 2008

* NewScientist.com news service

* Ker Than

A Mars-orbiting spacecraft has captured the first images of avalanches happening on the Red Planet. A camera called the High Resolution Imaging Experiment (HiRISE) on NASA's Mars Reconnaissance Orbiter (MRO) captured the events occurring near the Red Planet's north pole on 19 February.


Most images taken of Mars show enduring landscapes that have changed little in millions of years. Avalanches can now be added to the short list of natural processes that have been caught shaping the Martian landscape. Others include global dust storms, dust devils, and the formation of new gulleys.


The new image shows tan clouds moving away from the foot of a 700-metre slope, where dust and material made of water ice and frozen carbon dioxide have just tumbled down.


The picture confirms that avalanches occur on Mars, something scientists had only suspected before from sequences of images showing that changes had occurred between images in the set.
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"We saw with HiRISE more than a year ago that there were blocks sitting there at the base of the slope, so that made us think these things must be falling down, but we had no idea on what timescale," Alfred McEwen, HiRISE principal investigator at the University of Arizona in Tucson, US, told New Scientist.


HiRISE captured four avalanches as they were happening during a sweep of part of Mars's north polar region, one of which is shown in the image at right. The team thinks this suggests avalanches are a common occurrence on Mars.
Dust clouds rise from avalanches of dust and ice that have tumbled down a steep slope on Mars (Image: NASA/JPL/University of Arizona)
Melting ice


"It says maybe this happens more frequently than we thought, because what is the probability of actually getting a picture at exactly the right time?" says Candice Hansen, deputy principal investigator for HiRISE at NASA's Jet Propulsion Laboratory in Pasadena, California, US. "That becomes more probable if avalanches are happening more frequently."


What triggered the avalanches is unclear. It is currently springtime in Mars's northern hemisphere, so ice melt due to rising temperatures might have been a contributing factor, McEwen said. "This is a very steep slope that's pointing south, so it's especially getting warmed rapidly by the Sun this time of year," he says.


The team speculates that high winds, a nearby "Mars-quake" or a meteorite impact might also have triggered the avalanches.


Capturing the avalanches was serendipitous. The team had trained the HiRISE camera on the polar region to track how nearby sand dunes changed with the seasons when the image was taken.


The team says they will continue monitoring the region in the coming months to track the frequency that avalanches are occurring and the rate at which the slope is shedding material.


Answers to these questions could shed new light on how the polar landscape evolves and also on Mars's water cycle.
'Hobbit' hominids were dwarf cretins, say scientists

by Richard InghamTue Mar 4, 7:06 PM ET

Anthropologists have fired another salvo in a feud about diminutive "hobbit" people whose fossilised remains were found in a cave on a remote Indonesian island four years ago.


Combatting a bid to have the hobbits enshrined as a separate branch of the human family tree, they argue the tiny cave-dwellers were simply Homo sapiens who became stunted and retarded as a result of iodine deficiency in pregnancy.


Dubbed after the wee folk in J.R.R. Tolkien's tale, the hominids -- just a metre (3.25 feet) tall and with a chimp-sized brain -- lived around 18,000 years ago on the island of Flores.


The Australian-Indonesian team which announced the discovery in 2004 honoured the cave-dwellers with the name of "Homo floresiensis," or "Man of Flores," to bolster their claim that the hobbits were a new species of human.


They theorised that the little people may have been descendants of prehistoric hominids, Homo erectus, who reached Flores nearly a million years ago.


Marooned from the rest of the world, the hominids evolved a small stature to cope with the available supplies of food. Stone tools and animal remains showed they were skilled in hunting, toolmaking and butchering.


Indeed, the species was so successful, went the argument, that for many years the hobbits lived side-by-side with the bigger-brained H. sapiens -- an idea that implies the two hominids may have been more than kissing cousins.
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The theory has ignited one of the fiercest rows in years in the outwardly placid discipline of anthropology, a dispute fuelled by wrangles over access to the site and the remains themselves.


In the latest foray, Australian scientists writing in the British journal Proceedings of the Royal Society B, say the hobbits are H. sapiens who were born without a functioning thyroid, a condition that doomed them to "dwarf cretinism."


As a result, the hobbits would have been severely restricted in growth and mental and motor skills, although not as badly as individuals with microcephaly -- an abnormally tiny brain -- or other neurological disabilities.

Graphic on the fossilised remains of Indonesia's "hobbit" people. Anthropologists have fired another salvo in a feud about diminutive "hobbit" people whose fossilised remains were found in a cave on a remote Indonesian island four years ago.  (AFP/Graphic)

"Dwarf cretinism is the result of severe iodine deficiency in pregnancy, in combination with a number of other environmental factors," explains co-author Peter Obdendorf of RMIT University.


"Dwarf cretins grow not much more than one metre (3.25 feet) and their bones have distinctive characteristics very similar to those of the Flores hobbits.


"Our research suggests these fossils are not a new species, but rather the remains of human hunter-gatherers that suffered from this condition."


The study focuses on a dimple in the skeleton called the pituitary fossa which houses the pituitary gland.


In the hobbit skeletons, this depression is unusually enlarged and is a hallmark of so-called myxoedematous endemic (ME) cretins, whose brain size is roughly half that of normal, says Obdendorf.


Other telltales of ME cretinism are a double-rooted premolar teeth, primitive wristbones and a poorly-developed chin, which the H. floresiensis camp claim as signs that the hominids are separate species, the study says.


Previous assaults on the hobbit hypothesis have said the hominids were dwarf H. sapiens, but this is the first to suggest that the dwarfism resulted from diet rather than inbreeding.


Iodine would have been critically absent in the group's nutrition, and the main source -- fish and seafood -- would have been at least 24 kilometres (15 miles) away, on the coast, the study points out.


"Almost all the people who have looked at these fossils have been coming from an evolutionary perspective," said fellow author Charles Oxnard, a professor at the University of Western Australia. "Our idea is that this was an environmentally-caused problem."


The researchers say there is anecdotal evidence from local folklore to back their claim.


The Nage people of central Flores tell tales of ancestors called "ebu gogo" who lived in caves, were short, roughly-built, hairy, pot-bellied and stupid, who stole food, could not cook and had an imperfect language.


"These characteristics are all consistent with ME cretinism," says the study.
Study finds bacteria may reduce risk for kidney stones

Boston, MA—Researchers from Boston University’s Slone Epidemiology Center have found that the bacteria Oxalobacter formigenes (O. formigenes), a naturally occurring bacterium that has no known side effects, is associated with a 70 percent reduction in the risk of recurrent kidney stones. These findings appear online in the March issue Journal of the American Society of Nephrology.


Kidney stones are an important health problem in many countries. In the United States, the lifetime risk for developing a stone is five to 15 percent, and a five-year risk for recurrence is 30 to 50 percent. The economic impact of hospital admissions for this condition is $2 billion per year.


According to the researchers, up to 80 percent of kidney stones are predominately composed on calcium oxalate (CaOx) and urinary oxalate is a major risk factor for CaOx stone formation. O. formigenes metabolizes oxalate in the intestinal tract and is present in a large proportion of the normal adult population.


Data was collected in the Boston, Massachusetts and Durham, North Carolina areas from 247 adult patients with recurrent CaOx stones and compared with 259 age, sex, and region-matched controls. O. formigenes colonization was determined by culture of stool samples. Information was obtained by interview and self-administered dietary questionnaire. 24-hour oxalate excretion and other urinary risk factors were measured in a subset of 139 cases and 138 controls. The prevalence of O. formigenes was 17 percent among cases and 38 percent among controls, giving an odds ration of 0.3. The finding was consistent in subgroups defined according to age, sex, race, region and antibiotic use.


“We observed a strong inverse association between colonization with O. formigenes and recurrent CaOx kidney stones, with a 70 percent reduction in overall risk,” said lead researcher David Kaufman, ScD, a professor of epidemiology at Boston University School of Public Health. “Our findings are of potential clinical importance. The possibility of using the bacterium as a probiotic is currently in the early stages of investigation,” added Kaufman.
UCLA researchers find blood stem cells originate and are nurtured in the placenta

Discovery may allow researchers to mimic embryonic environment


Solving a long-standing biological mystery, UCLA stem cell researchers have discovered that blood stem cells, the cells that later differentiate into all the cells in the blood supply, originate and are nurtured in the placenta.


The discovery may allow researchers to mimic the specific embryonic microenvironment necessary for development of blood stem cells in cell culture and grow them for use in treating diseases like leukemia and aplastic anemia, said Dr. Hanna Mikkola, a researcher in the Eli and Edythe Broad Center of Regenerative Medicine and Stem Cell Research and senior author of the study.


“It was a big mystery, where these cells originated,” said Mikkola, an assistant professor of molecular, cell and developmental biology. “This is the first time we can really say definitively that blood stem cells are generated in the placenta. There’s no more speculation.”


The study is published March 6, 2008 in the journal Cell Stem Cell. Researchers in Mikkola’s lab are working now to replicate this work, done in mouse models, in humans.


“If we want to fully harness the potential of embryonic stem cells to treat disease, it’s critical for us to learn how to make tissue specific stem cells,” said Mikkola, who also is a researcher at UCLA’s Jonsson Comprehensive Cancer Center. “We can learn that by studying what happens during embryonic development.”


Scientists now can take embryonic stem cells, the cells that can become any tissue type in the body, and coax them into becoming all the cells in the blood supply, such as red and white blood cells and platelets. However, they can’t make blood stem cells that self-new, or make more of themselves, and don’t differentiate prematurely when transplanted into patients. The only way this currently can be achieved is by manipulating the cell’s nuclear regulatory machinery with genes using retroviruses. To generate blood stem cells that are safe for use in patients, it is imperative that scientists learn how to generate self-renewing blood stem cells in a more natural way, by providing the correct developmental cues from the environment in which the cells develop.


Currently, patients with certain types of leukemia have one shot at a cure – a bone marrow transplant. However, there aren’t nearly enough bone marrow donors to provide patients with perfect matches. Use of a less than perfect donor match carries a risk of graft vs. host disease, in which the immune cells from the donated marrow attack the body of the transplant patient. Cord blood contains blood stem cells, but not in large enough quantities to transplant an adult patient, Mikkola said.


If researchers could grow blood stem cells, those cells could be transplanted into these patients. The blood stem cells would then differentiate into a new, and healthy, blood supply. And with the recent success in creating induced pluripotent stem cells (iPS) from human skin cells, a patient’s own skin cells could perhaps be used to create iPS cells. Those cells could then be transformed into blood stem cells, creating an immune-compatible source of blood supply that eliminates the risk of graft vs. host disease.


In her previous research, Mikkola and collaborators in Harvard and France had discovered that the placenta contained a large pool of blood stem cells, but it wasn’t clear if they originated elsewhere and migrated to the placenta to self-renew. Using a unique mouse model, a mouse embryo without a heartbeat, Mikkola and her team were able to find the blood stem cells at the site of their origin because there was no circulation of blood through the body.


“Using this model, we identified that the placenta has the potential to make hematopoietic (blood) stem cells with full differentiation ability to create all the major lineages of blood cells,” Mikkola said. “The placenta acts as a sort of kindergarten for these newly made blood stem cells, giving them the first education they need.”


It was previously known that blood stem cells could be found in the dorsal aorta, but there were so few located there that scientists reasoned it could not be the sole source of blood stem cells in the embryo. Mikkola’s discovery indicates that the blood stem cells are generated in the large arteries of the embryo and placenta, and then move to a specific site, or niche, where they expand and mature.


This recent study indicates that the first niche for expansion of blood stem cells is the placenta’s vascular labyrinth, where oxygen and nutrients are exchanged between the mother and the fetus. The findings show the placenta harbors two different microenvironments, one area where blood stem cells originate and another area, the labyrinth, that nurtures them, allowing them to expand in number. These niches serve different roles and could provide clues to researchers seeking to grow blood stem cells. Mikkola now is seeking to uncover the critical biological signals and cues during embryonic development that drive blood stem cell generation and expansion and keep the cells from differentiating prematurely.


“The labyrinth is a source of many growth factors and cytokines,” Mikkola said. “We just need to identify what those signaling molecules and cues are that are nurturing those cells when in the placenta.”


Mikkola is confident the study can be confirmed in humans.


“Everything we’re learning suggests we will find the same thing in the human placenta,” she said.
Brown-led study rearranges some branches on animal tree of life

PROVIDENCE, R.I. [Brown University] — A study led by Brown University biologist Casey Dunn uses new genomics tools to answer old questions about animal evolution. The study is the most comprehensive animal phylogenomic research project to date, involving 40 million base pairs of new DNA data taken from 29 animal species.


The study, which appears in Nature, settles some long-standing debates about the relationships between major groups of animals and offers up a few surprises.


The big shocker: Comb jellyfish – common and extremely fragile jellies with well-developed tissues – appear to have diverged from other animals even before the lowly sponge, which has no tissue to speak of. This finding calls into question the very root of the animal tree of life, which traditionally placed sponges at the base.


“This finding suggests either that comb jellies evolved their complexity independently from other animals, or that sponges have become greatly simplified through the course of evolution. If corroborated by other types of evidence, this would significantly change the way we think about the earliest multicellular animals,” said Dunn, assistant professor of ecology and evolutionary biology at Brown. “Coming up with these surprises, and trying to better understand the relationships between living things, made this project so fascinating.”


Charles Darwin introduced the idea of a “tree of life” in his seminal book Origin of Species. A sketch of the tree was the book’s only illustration. Nearly 150 years after its publication, many relationships between animal groups are still unclear. While enormous strides have been made in genomics, offering up a species’ entire genome for comparison, there are millions of animal species on the planet. There simply isn’t the time to sequence all these genomes.


To get a better grasp of the tree of life – without sequencing the entire genomes of scores of species – Dunn and his team collected data, called expressed sequence tags, from the active genes of 29 poorly understood animals that perch on far-flung branches of the tree of life, including comb jellies, centipedes and mollusks. The scientists analyzed this data in combination with existing genomic data from 48 other animals, such as humans and fruit flies, looking for the most common genes being activated, or expressed.


The aim of this new approach is to analyze a large number of genes from a large number of animals – an improvement over comparative genomics methods which allow for a limited analysis of genes or animals. The new process is not only more comprehensive, it is also more computationally intensive. Dunn’s project demanded the power of more than 120 processors housed in computer clusters located in laboratories around the globe.


Dunn and his team:

    * unambiguously confirmed certain animal relationships, including the existence of a group that includes invertebrates that shed their skin, such as arthropods and nematodes;

    * convincingly resolved conflicting evidence surrounding other relationships, such as the close relationship of millipedes and centipedes to spiders rather than insects;

    * established new animal relationships, such as the close ties between nemerteans, or ribbon worms, and brachiopods, or two-shelled invertebrates.


“What is exciting is that this new information changes our basic understanding about the natural world – information found in basic biology books and natural history posters,” Dunn said. “While the picture of the tree of life is far from complete after this study, it is clearer. And these new results show that these new genomic approaches will be able to resolve at least some problems that have been previously intractable.”

The study team included Andreas Hejnol, David Matus, Kevin Pang, William Browne, Elaine Seaver and Mark Martindale from the University of Hawaii; Stephen Smith from Yale University; Greg Rouse from the University of California–San Diego; Matthias Obst from Kristineberg Marine Research Station in Sweden; Gregory Edgecombe from The Natural History Museum in London; Martin Sorensen and Reinhardt Kristensen from the University of Copenhagen; Steven Haddock from the Monterey Bay Aquarium Research Institute; Andreas Schmidt-Rhaesa from the University of Hamburg in Germany; Akiko Okusu from Simmons College; Ward Wheeler from the American Museum of Natural History; and Gonzalo Giribet from Harvard University.

The National Science Foundation funded the work through its Assembling the Tree of Life (AToL) project.
Awkward! New Study Examines our Gazes During Potentially Offensive Behavior


It’s happened to all of us: While sitting at the conference table or at dinner party, a friend or colleague unleashes a questionable remark that could offend at least one person amongst the group. A hush falls and, if you’re like most people, your eyes will dart towards the person most likely to take offense to the faux pas. It’s a doubly unpleasant experience for the offended: Not only have you been insulted, but you have also suddenly become the center of unwelcome attention.


This almost instinctive stare toward the potentially offended has garnered the attention of researchers seeking to understand why this phenomenon occurs. Psychologist Jennifer Randall Crosby of Agnes Scott College and her colleagues created an experiment using the especially sensitive topic of race in order to take a closer look.


In a study appearing in the March issue of Psychological Science, a journal of the Association for Psychological Science, the researchers had participants watch recorded discussions between four males (three White and one Black) that dealt with university admissions. In the course of the video, one of the white males makes this potentially controversial remark: 


“I think one problem with admissions is that too many qualified White students are not getting the spots they’ve earned. These students work hard all through school and then lose their spots to members of certain groups who have lower test scores, and come from less challenging environments. They get an unfair advantage.”


In one condition, an off-screen narrator explicitly states that all participants are involved in the discussion. In the other, the narrator states that only two of the discussants (both white) could hear what was being said. The researchers then tracked participants’ eye movements as they watched the videos to examine when their gaze would shift toward the Black discussant.


Their results show that participants fixed their eyes on the Black discussant four times longer when they believed he could hear what was being said. According to the authors, this demonstrates that complex cognitive processes are work when we glance at potentially insulted persons. According to the researchers, “participants are simultaneously attending to what is said, who can hear what is said, the social identity of the listeners, and the possible reactions of the listeners.”


Why we do this behavior is still a somewhat of a mystery, but the authors suggest that people may seeking out the responses of potentially victimized group members to help them assess the situation. "Additional research is needed to address these issues,” write the authors, “but we believe this paradigm is rich with possibilities and can help illuminate how people go about answering the thorny question of what is appropriate and what is offensive.”
Type 2 Diabetes May Be Caused by Intestinal Dysfunction

Research in Diabetes Surgery Offers Clues to Origins of the Disease

Diabetes May Be Disorder of Upper Intestine, Therefore Amenable to Surgical Treatment, According to a New Article by NewYork-Presbyterian/Weill Cornell Surgeon-Scientist
NEW YORK (March 5, 2008) — Growing evidence shows that surgery may effectively cure Type 2 diabetes — an approach that not only may change the way the disease is treated, but that introduces a new way of thinking about diabetes.


A new article — published in a special supplement to the February issue of Diabetes Care by a leading expert in the emerging field of diabetes surgery — points to the small bowel as the possible site of critical mechanisms for the development of diabetes.

The study's author, Dr. Francesco Rubino of NewYork-Presbyterian Hospital/Weill Cornell Medical Center, presents scientific evidence on the mechanisms of diabetes control after surgery. Clinical studies have shown that procedures that simply restrict the stomach's size (i.e., gastric banding) improve diabetes only by inducing massive weight loss. By studying diabetes in animals, Dr. Rubino was the first to provide scientific evidence that gastrointestinal bypass operations involving rerouting the gastrointestinal tract (i.e., gastric bypass) can cause diabetes remission independently of any weight loss, and even in subjects that are not obese.


"By answering the question of how diabetes surgery works, we may be answering the question of how diabetes itself works," says Dr. Rubino, who is a professor in the Department of Surgery at Weill Cornell Medical College and chief of gastrointestinal metabolic surgery at NewYork-Presbyterian/Weill Cornell.


Dr. Rubino's prior research has shown that the primary mechanisms by which gastrointestinal bypass procedures control diabetes specifically rely on the bypass of the upper small intestine — the duodenum and jejunum. This is a key finding that may point to the origins of diabetes.


"When we bypass the duodenum and jejunum, we are bypassing what may be the source of the problem," says Dr. Rubino, who is heading up NewYork-Presbyterian/Weill Cornell's Diabetes Surgery Center.


In fact, it has become increasingly evident that the gastrointestinal tract plays an important role in energy regulation, and that many gut hormones are involved in the regulation of sugar metabolism. "It should not surprise anyone that surgically altering the bowel's anatomy affects the mechanisms that regulate blood sugar levels, eventually influencing diabetes," Dr. Rubino says.


While other gastrointestinal operations may cure diabetes as an effect of changes that improve blood sugar levels, Dr. Rubino's research findings in animals show that procedures based on a bypass of the upper intestine may work instead by reversing abnormalities of blood glucose regulation.


In fact, bypass of the upper small intestine does not improve the ability of the body to regulate blood sugar levels. "When performed in subjects who are not diabetic, the bypass of the upper intestine may even impair the mechanisms that regulate blood levels of glucose," says Dr. Rubino. In striking contrast, when nutrients' passage is diverted from the upper intestine of diabetic patients, diabetes resolves.


This, he explains, implies that the upper intestine of diabetic patients may be the site where an abnormal signal is produced, causing, or at least favoring, the development of the disease.


How exactly the upper intestine is dysfunctional remains to be seen. Dr. Rubino proposes an original explanation known in the scientific community as the "anti-incretin theory."


Incretins are gastrointestinal hormones, produced in response to the transit of nutrients, that boost insulin production. Because an excess of insulin can determine hypoglycemia (extremely low levels of blood sugar) — a life-threatening condition — Dr. Rubino speculates that the body has a counter-regulatory mechanism (or "anti-incretin" mechanism), activated by the same passage of nutrients through the upper intestine. The latter mechanism would act to decrease both the secretion and the action of insulin.


"In healthy patients, a correct balance between incretin and anti-incretin factors maintains normal excursions of sugar levels in the bloodstream," he explains. "In some individuals, the duodenum and jejunum may be producing too much of this anti-incretin, thereby reducing insulin secretion and blocking the action of insulin, ultimately resulting in Type 2 diabetes."


Indeed, in Type 2 diabetes, cells are resistant to the action of insulin ("insulin resistance"), while the pancreas is unable to produce enough insulin to overcome the resistance.


After gastrointestinal bypass procedures, the exclusion of the upper small intestine from the transit of nutrients may offset the abnormal production of anti-incretin, thereby resulting in remission of diabetes.


In order to better understand these mechanisms, and help make the potential benefits of diabetes surgery more widely available, Dr. Rubino calls for prioritizing research in diabetes surgery. "Further research on the exact molecular mechanisms of diabetes, surgical control of diabetes and the role played by the bowel in the disease may bring us closer to the cause of diabetes."


Today, most patients with diabetes are not offered a surgical option, and bariatric surgery is recommended only for those with severe obesity (a body mass index, or BMI, of greater than 35kg).


"It has become clear, however, that BMI cut-offs can no longer be used to determine who is an ideal candidate for surgical treatment of diabetes," says Dr. Rubino.


"There is, in fact, growing evidence that diabetes surgery can be effective even for patients who are only slightly obese or just overweight. Clinical trials in this field are therefore a priority as they allow us to compare diabetes surgery to other treatment options in the attempt to understand when the benefits of surgery outweigh its risks. Clinical guidelines for diabetes surgery will certainly be different from those for bariatric surgery, and should not be based only on BMI levels," he notes.


"The lesson we have learned with diabetes surgery is that diabetes is not always a chronic and relentless disease, where the only possible treatment goal is just the control of hyperglycemia and minimization of the risk of complications. Gastrointestinal surgery offers the possibility of complete disease remission. This is a major shift in the way we consider treatment goals for diabetes. It is unprecedented in the history of the disease," adds Dr. Rubino.


Type 2 diabetes, which accounts for 90 to 95 percent of all cases of diabetes, is a growing epidemic that afflicts more than 200 million people worldwide.


At a time when diabetes is growing epidemically worldwide, Dr. Rubino says that finding new treatment strategies is a race against time. "At this point, missing the opportunity that surgery offers is not an option."


In addition to having performed landmark studies in the field of diabetes surgery, Dr. Rubino was the principal organizer of an influential Diabetes Surgery Summit, held in Rome in March 2007. This international consensus conference helped establish the field, making international recommendations for the use of surgery and creating an International Diabetes Surgery Task Force. Dr. Rubino serves as a founding member.


For more information, patients may call (866) NYP-NEWS.
When it comes to emotions, Eastern and Western cultures see things very differently: Study

A team of researchers from Canada and Japan have uncovered some remarkable results on how eastern and western cultures assess situations very differently.

Across two studies, participants viewed images, each of which consisted of one centre model and four background models in each image. The researchers manipulated the facial emotion (happy, angry, sad) in the centre or background models and asked the participants to determine the dominant emotion of the centre figure.


The majority of Japanese participants (72%) reported that their judgments of the centre person’s emotions were influenced by the emotions of the background figures, while most North Americans (also 72%) reported they were not influenced by the background figures at all.


“What we found is quite interesting,” says Takahiko Masuda, a Psychology professor from the University of Alberta. “Our results demonstrate that when North Americans are trying to figure out how a person is feeling, they selectively focus on that particular person’s facial expression, whereas Japanese consider the emotions of the other people in the situation.”


This may be because Japanese attention is not concentrated on the individual, but includes everyone in the group, says Masuda.


For the second part of the study, researchers monitored the eye movements of the participants and again the results indicated that the Japanese looked at the surrounding people more than the westerners when judging the situation.


While both the Japanese and westerners looked to the central figure during the first second of viewing the photo, the Japanese looked to the background figures at the very next second, while westerners continued to focus on the central figure.


"East Asians seem to have a more holistic pattern of attention, perceiving people in terms of the relationships to others," says Masuda. "People raised in the North American tradition often find it easy to isolate a person from its surroundings, while East Asians are accustom to read the air "kuuki wo yomu" of the situation through their cultural practices, and as a result, they think that even surrounding people's facial expressions are an informative source to understand the particular person's emotion.”

These findings are published in the upcoming issue of Journal of Personality and Social Psychology and the results are replicated in a collaborative study between Huaitang Wang and Takahiko Masuda (University of Alberta, Canada) and Keiko Ishii (Hokkaido University, Japan)
Go with your gut – intuition is more than just a hunch, says Leeds research


Most of us experience ‘gut feelings’ we can’t explain, such as instantly loving – or hating – a new property when we’re househunting or the snap judgements we make on meeting new people. Now researchers at Leeds say these feelings – or intuitions – are real and we should take our hunches seriously.


According to a team led by Professor Gerard Hodgkinson of the Centre for Organisational Strategy, Learning and Change at Leeds University Business School, intuition is the result of the way our brains store, process and retrieve information on a subconscious level and so is a real psychological phenomenon which needs further study to help us harness its potential.


There are many recorded incidences where intuition prevented catastrophes and cases of remarkable recoveries when doctors followed their gut feelings. Yet science has historically ridiculed the concept of intuition, putting it in the same box as parapsychology, phrenology and other ‘pseudoscientific’ practices.


Through analysis of a wide range of research papers examining the phenomenon, the researchers conclude that intuition is the brain drawing on past experiences and external cues to make a decision – but one that happens so fast the reaction is at a non-conscious level. All we’re aware of is a general feeling that something is right or wrong.


“People usually experience true intuition when they are under severe time pressure or in a situation of information overload or acute danger, where conscious analysis of the situation may be difficult or impossible,” says Prof Hodgkinson.


He cites the recorded case of a Formula One driver who braked sharply when nearing a hairpin bend without knowing why – and as a result avoided hitting a pile-up of cars on the track ahead, undoubtedly saving his life.


“The driver couldn’t explain why he felt he should stop, but the urge was much stronger than his desire to win the race,” explains Professor Hodgkinson. “The driver underwent forensic analysis by psychologists afterwards, where he was shown a video to mentally relive the event. In hindsight he realised that the crowd, which would have normally been cheering him on, wasn’t looking at him coming up to the bend but was looking the other way in a static, frozen way. That was the cue. He didn’t consciously process this, but he knew something was wrong and stopped in time.”


Prof Hodgkinson believes that all intuitive experiences are based on the instantaneous evaluation of such internal and external cues – but does not speculate on whether intuitive decisions are necessarily the right ones.


“Humans clearly need both conscious and non-conscious thought processes, but it’s likely that neither is intrinsically ‘better’ than the other,” he says.


As a Chartered occupational psychologist, Prof Hodgkinson is particularly interested in the impact of intuition within business, where many executives and managers claim to use intuition over deliberate analysis when a swift decision is required. “We’d like to identify when business people choose to switch from one mode to the other and why – and also analyse when their decision is the correct one. By understanding this phenomenon, we could then help organisations to harness and hone intuitive skills in their executives and managers.”  The research is published in the current issue of the British Journal of Psychology.
Mother-daughter conflict, low serotonin level may be deadly combination


A combination of negative mother-daughter relationships and low blood levels of serotonin, an important brain chemical for mood stability, may be lethal for adolescent girls, leaving them vulnerable to engage in self-harming behaviors such as cutting themselves.


New University of Washington research indicates that these two factors in combination account for 64 percent of the difference among adolescents, primarily girls, who engage in self-harming behaviors and those who do not.


“Girls who engage in self harm are at high risk for attempting suicide, and some of them are dying,” said Theodore Beauchaine, a UW associate professor of psychology and co-author of a new study. “There is no better predictor of suicide than previous suicide attempts.”


The paper, co-authored by Sheila Crowell, one of his doctoral students, appears in the current issue of the Journal of Consulting and Clinical Psychology.


Beauchaine said the relationship between the level of mother-daughter conflict and self-harming behavior was not strong. There was a stronger relationship between serotonin levels and self-harming behavior. But when both factors were considered together, the relationship to self-harming behaviors was very strong.


“Most people think in terms of biology or environment rather than biology and environment working together,” he said. “Having a low level of serotonin is a biological vulnerability for self-harming behavior and that vulnerability increases remarkably when it is paired with maternal conflict.”


To understand this relationship, the researchers recruited 20 adolescents with a history of self-harming behavior and 21 age-matched adolescents who did not harm themselves. Adolescents were considered self-injuring if they had harmed themselves three or more times in the past six months or five or more times in their lifetimes. The mean age of both groups was 15 years and the participants were predominantly white. There were two boys in each group.


Each mother and child separately filled out behavioral questionnaires that examined the adolescent’s mental health and self-injurious behaviors, and one that identified areas of conflict between parents and teenagers. To assess negativity in each parent-child relationship, the researchers selected a topic that both parties said was a serious issue. Crowell said that doing chores at home was the most common area of conflict. Then each mother and child were asked to discuss a specific problem topic for 10 minutes. The discussion was taped and the interaction was later coded. After the discussion small amounts of blood were drawn from the adolescents to assess their serotonin level.


“You would think that they would be civil to each other in this kind of situation, but many of these topics were hot and within five minutes some of our subjects were arguing with each other,” Beauchaine said.


He said most of the teenage participants in the study were girls because self-inflicted injuries are far more common among girls. Mothers, rather than fathers, were chosen because research has shown that the relationship between girls and mothers is usually closer than it is between daughters and fathers.


Beauchaine believes finding the underlying causes of self-inflicted injuries and developing prevention programs should be a national priority because self-harming behavior can lead to suicide which is a leading cause of death among American adolescents and young adults.


“Once self-harming behavior starts it is difficult to stop. Over time, with something such as cutting, children’s bodies react to it in a way that helps reduce biological and psychological pain. They essentially become addicted to this behavior. So you want to prevent this behavior before it starts,” he said.

The National Institute of Mental Health, Seattle Children’s Hospital Research Institute and the National Foundation for Suicide Prevention funded the research. Co-authors of the study are Elizabeth McCauley, UW professor of psychiatry and behavioral sciences; Christina Vasilev, former UW undergraduate student who is now a research study coordinator at Harborview Medical Center in Seattle; Adrianne Stevens, a UW psychology doctoral student; and Dr. Cindy Smith, formerly with Trillium Family Services.
Leukemia Therapy With Imatinib During Pregnancy May Cause Infant Abnormalities

(WASHINGTON, March 5, 2008) – While doctors already face many challenges in treating patients with cancer, treating pregnant women with the disease, in particular, can be quite difficult as studies suggest that certain therapies can harm developing fetuses. According to the results of a study prepublished today online in Blood, the official journal of the American Society of Hematology, expectant women treated with imatinib, a commonly used therapy for chronic myeloid leukemia (CML), may be at moderate risk of developing fetal abnormalities.


Imatinib was introduced for the treatment of CML in 1998 and has become a primary therapy for most patients, turning the previously fatal disease into a mostly chronic condition in the last decade. The drug's label warns that women of child-bearing age should avoid pregnancy while taking the drug based on earlier studies that suggested it may penetrate the placenta and cause damage to developing cells.


The retrospective study reviewed records of 180 cases of CML treatment during pregnancy reported to Novartis, the Hammersmith Hospital in London, or The University of Texas M. D. Anderson Cancer Center to determine the real risks of imatinib therapy. Specific outcomes data were available for 125 of the cases, as 55 cases had incomplete pregnancy-related data.


Half of the pregnancies resulted in the birth of normal live infants (n=63). Thirty-five women underwent elective terminations, three following the identification of fetal abnormalities. At least 18 pregnancies resulted in miscarriage. The remainder of the births resulted in infants with congenital abnormalities (n=9, one still birth). In total, 12 pregnancies resulted in infants with fetal abnormalities (9.6 percent) and of those, there were eight live births, one still birth and three terminations (mentioned above). Some of the abnormalities in the infants were similar, including exomphalos (umbilical hernia), renal agenesis (undeveloped kidney), and hemivertebrae (underdeveloped spine). The stillborn child suffered from meningocoele (cerebral hernia).


The study showed that a significant proportion of pregnancies exposed to imatinib result in a normal outcome and a healthy infant. The miscarriage rate in the study was 14.4 percent, which is within the expected range for the general population. However, the fact that some of the abnormalities seen in the 12 infants were similar to results found in early animal studies with imatinib suggests the possibility of an imatinib-induced effect.


"Our study suggests that a concern about conceiving a child while taking imatinib is justified and that patients should be advised to avoid conception while on treatment," said Dr. Seonaid Pye, of the Department of Hematology, Imperial College of London and lead author of the study. "In those patients who do become pregnant, balancing the risk of the fetus from taking therapy to the risk of the mother from interrupting therapy will be an individual decision."


The majority of women in the study were being treated for CML at the time of conception; just four cases were exposed after the first trimester. The dose and the exact duration of imatinib therapy are unknown for most cases, with insufficient information to assess a dose-related relationship. There were no reports of maternal exposure to alcohol, drugs, or tobacco addiction during pregnancy, and none of the mothers had received other high-dose chemotherapy prior to their pregnancies.


"The risks and benefits to an expectant woman fighting cancer and her fetus are challenging and must be evaluated on an individual basis with careful counseling," said Dr. Pye. "Ultimately, the treatment of CML during pregnancy clearly remains a considerable clinical challenge."
Health groups issue updated colorectal cancer screening guidelines

Recommendations include 2 new tests and preference for tests that detect precancerous polyps

ATLANTA – March 5, 2008 –The American Cancer Society, the American College of Radiology, and the U.S. Multi-Society Task Force on Colorectal Cancer (a group that comprises representatives from the American College of Gastroenterology, American Gastroenterological Association, and American Society for Gastrointestinal Endoscopy) have released the first-ever joint consensus guidelines for colorectal cancer screening. The guidelines add two new tests to the list of recommended options: stool DNA (sDNA) and CT colonography (CTC), also known as virtual colonoscopy, and for the first time include a preference for screening tests that can not only detect cancer early but also detect precancerous polyps, as those tests provide a greater potential for cancer prevention through polyp removal.


The guidelines, which represent the most current scientific evidence and expert opinion available, also outline quality elements essential to each of the recommended testing methods. They will appear in the May/June issue of CA: A Cancer Journal for Clinicians, and are published early online on CA First Look and will also be published in upcoming issues of the journals Gastroenterology and Radiology.


In addition to the new tests, the focus on quality and the new delineation of tests into two major types, the expert panel also concluded that any proposed colorectal screening test that has not been shown in the medical literature to detect the majority of cancers present at the time of testing should not be offered to patients for colorectal cancer screening. That includes some types of previously endorsed guiaic-based stool tests.


Based on a review of the historic and recent evidence, the following tests were deemed acceptable options for the early detection of colorectal cancer and adenomatous polyps for asymptomatic adults aged 50 years and older:

Tests That Detect Adenomatous Polyps and Cancer

    * Flexible sigmoidoscopy every 5 years, or

    * Colonoscopy every 10 years, or

    * Double contrast barium enema (DCBE) every 5 years, or

    * CT colonography (CTC) every 5 years

Tests That Primarily Detect Cancer

    * Annual guaiac-based fecal occult blood test (gFOBT) with high test sensitivity for cancer, or

    * Annual fecal immunochemical test (FIT) with high test sensitivity for cancer, or

    * Stool DNA test (sDNA), with high sensitivity for cancer, interval uncertain.


“Despite clear evidence that colorectal cancer screening saves lives and the existence of several effective tests, screening rates have lagged, costing thousands of lives every year,” said Otis W. Brawley, M.D., national chief medical officer of the American Cancer Society. “Our hope is that these new recommendations will help relieve some of the challenges health care providers have had in promoting screening to their patients and lead to more Americans preventing colon cancer by having polyps removed before they turn into cancer.”


It was the strong opinion of the expert panel that colon cancer prevention should be the primary goal of colorectal cancer screening, so the guidelines state a preference for tests designed to detect both early cancer and adenomatous polyps, as long as resources are available and patients are willing to undergo an invasive test. “This is the first time that a guideline from the American Cancer Society will express a strong preference for tests that can identify both polyps and cancer and lead to cancer prevention,” noted David A. Lieberman, M.D., on behalf of the U.S. Multi-Society Task Force on Colorectal Cancer. “We feel strongly that this will help consumers make decisions that can, quite literally, save their lives.”


The panel recognized that some patients will not want to undergo an invasive test that requires a bowel prep, may prefer to have screening in the privacy of their home, or may not have access to the invasive tests due to lack of coverage or local resources, so will opt for stool occult blood or DNA testing, which can be performed at home, without bowel prep. But the panel said providers and patients should understand that those tests are less likely to prevent cancer compared with the invasive tests; they must be repeated at regular intervals to be effective; and if the test is abnormal, an invasive test (colonoscopy) will still be needed.


"The addition of these new technologies can potentially encourage many more people to choose to be screened for colorectal cancer,” said Arl Van Moore, M.D., FACR, chair of the American College of Radiology Board of Chancellors. “This could result in early detection of the disease for more patients, increasing the chance of successful treatment, and potentially reduce colorectal cancer deaths nationwide."

The full guideline can be viewed at http://caonline.amcancersoc.org/.
Drugs like aspirin could reduce breast cancer and help existing sufferers

27-year review covers 21 studies of 37,000 women


Anti-inflammatory drugs like aspirin may reduce breast cancer by up to 20 per cent, according to an extensive review carried out by experts at London’s Guy’s Hospital and published in the March issue of IJCP, the International Journal of Clinical Practice.


But they stress that further research is needed to determine the best type, dose and duration and whether the benefits of regularly using non-steroidal anti-inflammatory drugs (NSAIDs) outweigh the side effects, especially for high-risk groups.


“Our review of research published over the last 27 years suggests that, in addition to possible prevention, there may also be a role for NSAIDs in the treatment of women with established breast cancer” says Professor Ian Fentiman from the Hedley Atkins Breast Unit at the hospital, part of Guy's and St Thomas' NHS Foundation Trust.


“NSAID use could be combined with hormone therapy or used to relieve symptoms in the commonest cause of cancer-related deaths in women.”


Professor Fentiman and Mr Avi Agrawal reviewed 21 studies covering more than 37,000 women published between 1980 and 2007.


Their review included 11 studies of women with breast cancer and ten studies that compared women who did and did not have the disease.


“The purpose of a review like this is to look at a wide range of published studies and see if it is possible to pull together all the findings and come to any overarching conclusions” explains Professor Fentiman. “This includes looking at any conflicting results and exploring how the studies were carried out.


“For example some of the studies we looked at as part of this review found no links between NSAIDs and reduced levels of breast cancer, while others suggested that taking NSAIDs can reduce the breast cancer risk by about a fifth.


“Having weighed up the findings from over 20 studies, we have concluded that NSAIDs may well offer significant protection against developing breast cancer in the first place and may provide a useful addition to the treatment currently available to women who already have the disease.


“Recent studies of NSAIDs use have shown about a 20 per cent risk reduction in the incidence of breast cancer, but this benefit may be confined to aspirin use alone and not other NSAIDs.”


Previous studies have suggested that NSAIDs like aspirin and ibuprofen, which have traditionally been used as mainstream non-prescription analgesics, may provide protection against coronary heart disease and some malignancies, such as colorectal cancer.


But Professor Fentiman is urging caution until further research fully weighs up the pros and cons of using NSAIDs to prevent and treat breast cancer.


“Our review did not look at the potential side effects of using NSAIDs on a regular basis” stresses Professor Fentiman “These can include gastrointestinal bleeding and perforation which can carry a significant risk of ill health and death.


“It would be essential to take these negative effects into account before we could justify routinely using NSAIDs like aspirin to prevent breast cancer.


“More research is clearly needed and we are not advocating that women take these non prescription drugs routinely until the benefits and risks are clearer.


“But our findings clearly indicate that these popular over-the-counter drugs could, if used correctly, play an important role in preventing and treating breast cancer.”
Your brain on Krispy Kremes

CHICAGO--What makes you suddenly dart into the bakery when you spy chocolate- frosted donuts in the window, though you certainly hadn't planned on indulging? As you lick the frosting off your fingers, don't blame a lack of self-control.


New research from Northwestern University's Feinberg School of Medicine reveals how hunger works in the brain and the way neurons pull your strings to lunge for the sweet fried dough.


Krispy Kremes, in perhaps their first starring role in neurological research, helped lead to the discovery.


In the study, subjects were tested twice -- once after gorging on up to eight Krispy Kreme donuts until they couldn't eat anymore, and on another day after fasting for eight hours.


In both sessions, people were shown pictures of donuts and screwdrivers, while researchers examined their brains in fMRIs.


When the subjects saw pictures of donuts after the eating binge, their brains didn't register much interest. But after the fast, two areas of the brain leaped into action upon seeing the donuts. First, the limbic brain -- an ancestral part of the brain present in all animals from snakes to frogs to humans -- lit up like fireworks.


"That part of the brain is able to detect what is motivationally significant. It says, not only am I hungry, but here is food," said senior author Marsel Mesulam, M.D., the Ruth and Evelyn Dunbar Distinguished Professor of Psychiatry and Behavioral Sciences at the Feinberg School and a neurologist at Northwestern Memorial Hospital.


Next, the brain's spatial attention network shifted the hungry subject's focus toward the new object of desire -- in this case the Krispy Kremes.


"If we didn't have this part of the brain, every time you passed by a bakery you would have no control over your eating," explained Mesulam, who also is director of the Cognitive Neurology and Alzheimer's Disease Center at the Feinberg School. "If your nerve cells fired every time you smelled something edible, then you'd eat all the time, not just when you're hungry."


"There's a very complex system in the brain that helps to direct our attention to items in our environment that are relevant to our needs, for example, food when we are hungry but not when we are full," said Aprajita Mohanty, lead author of the paper and a post-doctoral fellow at the Feinberg School. The study was published on-line last week in the journal Cerebral Cortex.


Mesulam noted the research demonstrates how our brain decides what to pay attention to in a world full of stimuli -- not just sweets. "If you are in a forest and you hear rustling, the context urges you to pay full attention since this could be a sign of danger," he said. "If you are in your office, the context makes the identical sound less relevant. A major job of the brain is to match response to context."


The study helped Mesulam understand his own behavior. "Now I know why I can't resist walking into the bakery some days when I smell fresh scones," he said.
HiRISE Discovers a Possibly Once-Habitable Ancient Mars Lake
By Lori Stiles, University Communications  March 6, 2008
Scientists studying images from The University of Arizona-led High Resolution Imaging Experiment camera on NASA's Mars Reconnaissance Orbiter have discovered never-before-seen impact "megabreccia" and a possibly once-habitable ancient lake on Mars at a place called Holden crater.

The megabreccia is topped by layers of fine sediments that formed in what apparently was a long-lived, calm lake that filled Holden crater on early Mars, HiRISE scientists say.

The Holden crater image is on the HiRISE Website at http://hirise.lpl.arizona.edu/PSP_003077_1530
"Holden crater has some of the best-exposed lake deposits and ancient megabreccia known on Mars," said HiRISE's principal investigator, professor Alfred McEwen of the UA's Lunar and Planetary Laboratory. "Both contain minerals that formed in the presence of water and mark potentially habitable environments. This would be an excellent place to send a rover or sample-return mission to make major advances in understanding if Mars supported life."

Holden crater is an impact crater that formed within an older, multi-ringed impact basin called Holden basin. Before an impact created Holden crater, large channels crossed and deposited sediments in Holden basin.

Blocks as big as 50 meters across were blasted from Holden basin when Holden crater formed, then fell chaotically back to the surface and eventually formed "megabreccia," a conglomeration of large, broken boulders mixed with smaller particles. HiRISE images show megabreccia outcrops in Holden crater walls. This megabreccia may be some of the oldest deposits exposed on the surface of Mars.

At least 5 percent, by weight, of the fine sediments in the layer on top of the megabreccia consists of clay, according to another instrument on the Mars Reconnaissance Orbiter, the Compact Reconnaissance Imaging Spectrometer for Mars, or CRISM.
[image: image12.jpg]


"The origin of the clays is uncertain, but clays in the probable lake sediments implies quiescent conditions that may preserve signatures of a past habitable environment," HiRISE co-investigator John Grant of the Smithsonian National Air and Space Museum said. "If we were looking on Earth for an environment that preserves signatures related to habitability, this is one of the kinds of environments we would look at."
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And even the clay-containing layers aren't all that's icing the cake. Topping the clay layers that formed in the placid Holden crater lake are layers of great boulder-filled debris unleashed later, when water breached Holden crater rim, creating a torrential flood that eroded the older lake sediments.
The HiRISE camera on the Mars Reconnaissance Orbiter took this image of the largest fan in Holden crater when the orbiter was flying about 162 miles over the surface in March 2007. Geologists discovered a complex geologic history for the site, including two wet episodes that may have been amenable to life. (NASA/JPL/University of Arizona)

The clay-rich layers would have remained buried from view, except for that great piece of luck, the fact that Holden crater rim could no longer withstand the force of an estimated 4,000 cubic kilometers of water dammed behind it. The body of water would have been larger than Lake Huron.

"The volume of water that poured through during this flood must have been spectacular," Grant said. "It ripped up finely bedded materials, including blocks 70 meters or 80 meters across … blocks nearly the size of football fields."
This schematic drawing shows impact megabreccia, the lowest layer, topped by clay-containing lake sediment layers, and again topped again by sediments deposited when the Holden crater rim was breached early in Mars history.

The first, prolonged watery episode at Holden crater that settled out the fine-grain sediments probably lasted at least thousands of years. By contrast, the second lake, formed when the crater rim was breached, may have lasted only hundreds of years, not long at all, Grant said.

The megabreccia excavated when Holden crater formed is the first found on Mars, Grant said. "When large craters form, they produce very large blocks of material. We see them on Earth. Popigai Crater in Russia is one example. But we'd never seen them on Mars, and we knew they ought to be there. Now we've seen them with HiRISE."

The observations suggest that the clays originally could have formed before the impact created Holden crater in the older Holden basin. Many of the blocks in the megabreccia appear to erode more easily than the surrounding crater wall material. These blocks could be chunks of Holden basin sediments that predate the impact crater, Grant said. "These blocks could be derived from the earlier Holden basin that were excavated on impact, then later re-eroded, with the sediments settling to the bottom of the long-lived lake. It's intriguing to think the clays we see in Holden crater now might actually have been recycled."
This is a more detailed close-up view of the HiRISE image of Holden crater. It shows layers revealed when Holden crater rim was breached, unleashing water that scoured out parts of Holden crater. From the bottom up, these include the base of impact megabreccia, contrasting smooth sedimentary layers, another darker, crudely layered unit, and dark wind-blown material on the surface. These layers correspond to layers in the illustrative drawing, above left. (NASA/JPL/University of Arizona)

Holden crater is an ideal destination for rovers or a sample-return mission. 
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Holden crater is one of six remaining landing site candidates for NASA's Mars Science Laboratory, a mission scheduled for launch next year.

So far, most evidence for sustained wet conditions on Mars is limited to the planet's earliest history, the HiRISE scientists say. While water certainly flowed over the planet later in its history, it may have flowed only in short-lived, or catastrophic events.

Grant is first author on a research paper about Holden crater, published in the journal Geology last week.

The mission is managed by NASA's Jet Propulsion Laboratory, a division of the California Institute of Technology, for the NASA Science Mission Directorate. Lockheed Martin Space Systems, based in Denver, is the prime contractor and built the spacecraft. Ball Aerospace and Technologies Corp., of Boulder, Colo., built the HiRISE camera, which is operated by the UA Lunar and Planetary Laboratory.

First advert to be broadcast into space


The campaign to broadcast the first ever advert into space is launched today (Friday March 7)- with University of Leicester space scientists playing a key part in the process.


The British public is being asked to shoot a 30-second ad about what they perceive life on earth to be as part of Doritos ‘You Make It, We Play It’ user-generated-content campaign. The winning advert in the competition will be beamed past the earth's atmosphere, beyond our solar system and into the Universe, to anyone 'out there' that may be watching. The winning ad will also be broadcast on terrestrial TV.


On 12th June, the space-bound ad will be broadcast from a 500MHz Ultra High Frequency Radar from the EISCAT Space Centre in Svalbard, which lies in the Arctic Ocean about midway between northern Norway and the North Pole.


The transmission is being directed at a solar system just 42 light years away from Earth with planets that orbit its star '47 Ursae Majoris' (UMa). 47 UMa is located in the Great Bear Constellation (also known as “The Plough”) - easily identifiable to even the most amateur stargazer. It is very similar to our Sun and is believed to host a habitable zone that could potentially harbour small terrestrial planets and support life as we know it.


The advert will travel at the speed of light and continue for an indefinite period. Within 1.2 seconds the transmission will pass our moon, after 4.5 minutes it will pass Mars (77million kilometres away), in under 9 minutes the signal will whiz past the Sun and five and a half hours later it will travel past Pluto and out of our solar system.


The effective power of the transmitted signal to the Universe will be around two thousand million watts (a normal light bulb is 100 watts), ensuring the advert could be received and watched hundreds of light years from Earth.


The advert will be coded in '1's and '0's (as used for most computer communications) represented by phase changes of the transmitted signal. The message will be broken into sections and each of the pulses will be numbered so that any intelligent life on recipient planets can mathematically reassemble them. This allows scientists to send a signal that is both powerful and easy to recover, even when weakened by the great distance to its planned destination.


The competition is being run by Doritos, as part of its new 'You Make It, We Play It' initiative (www.doritos.co.uk). The project is being undertaken in association with experts and academics from the University of Leicester and is also being supported by EISCAT (The European Incoherent SCATter Scientific Association), which studies solar-planetary interactions and operate a series of radar systems, including the Svalbard transmitter.


Professor Tony van Eyken, Director of EISCAT, said: "Broadcasting an advert extra-terrestrially is a big and exciting step for everyone on Earth as up until now we only tend to listen for incoming transmissions. There have been reports that NASA beamed a Beatles song towards the Polaris star system, though as this is a 1,000 light year round trip, it's highly unlikely it will ever be received by extra-terrestrials. With the transmission technology and planning we are employing there is a much greater chance that the Doritos advert will potentially be seen by any alien life form.


“The UK is launching back into the space race with plans for billions of pounds to be invested in space exploration. A member of the British public communicating with the Universe is a natural extension of the democratization of space in the 21st Century."


Dr Darren Wright of the University of Leicester Department of Physics and Astronomy said: “The Radio and Space Plasma Physics Group and Department of Physics and Astronomy as a whole at the University of Leicester has a very high international profile in the area of Space Physics.


“An important part of this project is that it provides an additional component to the Physics and Astronomy Department’s ever increasing outreach programme. The ad to be transmitted will be created by the public following a national competition thus increasing public awareness of space activities.


“The launch of this project as we embark on National Science and Engineering Week- with a range of activities taking place at the University of Leicester- is timely, and adds impetus to our efforts to interest people in science.


"The University is particularly committed to outreach programmes along with the National Space Centre - the brainchild of the University of Leicester - and engaged in a number of programmes with the wider public."
New study reveals profound impact of our unconscious on reaching goals


Whether you are a habitual list maker, or you prefer to keep your tasks in your head, everyone pursues their goals in this ever changing, chaotic environment. We are often aware of our conscious decisions that bring us closer to reaching our goals, however to what extent can we count on our unconscious processes to pilot us toward our destined future?


People can learn rather complex structures of the environment and do so implicitly, or without intention. Could this unconscious learning be better if we really wanted it to?


Hebrew University psychologists, Baruch Eitam, Ran Hassin and Yaacov Schul, examined the benefit of non-conscious goal pursuit (moving toward a desired goal without being aware of doing so) in new environments. Existing theory suggests that non-conscious goal pursuit only reproduces formerly learned actions, therefore ineffective in mastering a new skill. Eitam and colleagues argue the opposite: that non-conscious goal pursuit can help people achieve their goals, even in a new environment, in which they have no prior experience.  


In the first of two experiments, Eitam and colleagues had participants complete a word search task. One half of the participants’ puzzles included words associated with achievement (e.g. strive, succeed, first, and win), while the other half performed a motivationally neutral puzzle including words such as, carpet, diamond and hat. Then participants performed a computerized simulation of running a sugar factory. Their goal in the simulation was to produce a specific amount of sugar. They were only told that they could change the number of employees in the factory. Although participants were not told about the complex relationship that existed between the number of employees and past production levels (and could not verbalize it after the experiment had ended); they gradually grew better in controlling the factory.


As predicted, the non-consciously motivated participants (the group that had previously found words associated with achievement) learned to control the factory better than the control group.  


In a second experiment the researchers replicated the findings by having participants perform a simple task of responding to a circle that repeatedly appeared in one of four locations. They were not told that the circle (sometimes) appeared in a fixed sequence of locations. Non-consciously motivated participants had again (nonconsciously) learned the sequence better than control participants.

 
“Taken together, both studies suggest that the powerful, unintentional, mechanism of implicit learning is related to our non-conscious wanting and works towards attaining our non-conscious goals,” the researchers write. These results, which appear in the March issue of Psychological Science, a journal of the Association for Psychological Science, reveal an unconscious process that has both an advantage over conscious processing and an ability to serve a person’s current goals. Such unconscious processes may be responsible for far more of human ability than is yet recognized.
New bacteria contaminate hairspray


Scientists in Japan have discovered a new species of bacteria that can live in hairspray, according to the results of a study published in the March issue of the International Journal of Systematic and Evolutionary Microbiology.


“Contamination of cosmetic products is rare but some products may be unable to suppress the growth of certain bacteria,” says Dr Bakir from the Japan Collection of Microorganisms, Saitama, Japan. “We discovered a new species of bacteria called Microbacterium hatanonis, which we found contaminates hairspray.”


“We also found a related species, Microbacterium oxydans in hairspray which was originally isolated from hospital material. Microbacterium species have been identified in milk, cheese, beef, eggs and even in the blood of patients with leukaemia, on catheters and in bone marrow.”


The scientists looked at the appearance and diet of the bacterium, then analysed its genome to show that it is an entirely new species. “It has been named in honour of Dr Kazunori Hatano, for his contribution to the understanding of the genus Microbacterium,” says Dr Bakir. Microbacterium hatanonis is rod-shaped and grows best at 30°C and pH neutral.


Scientists now need to determine the clinical importance of the new species, as similar bacteria have been found to infect humans. “Further testing will establish whether the species is a threat to human health,” says Dr Bakir. “We hope our study will benefit the formulation of hairspray to prevent contamination in the future.”
Language of a fly proves surprising

Insect's sensory data tells a new story about neural networks


LOS ALAMOS, New Mexico, March 10, 2008—A group of researchers has developed a novel way to view the world through the eyes of a common fly and partially decode the insect’s reactions to changes in the world around it. The research fundamentally alters earlier beliefs about how neural networks function and could provide the basis for intelligent computers that mimic biological processes.


In an article published in the Public Library of Science Computational Biology Journal, Los Alamos physicist Ilya Nemenman joins Geoffrey Lewen, William Bialek and Rob de Ruyter van Steveninck of the Hun School of Princeton, Princeton University and Indiana University, respectively, in describing the research.


The team used tiny electrodes to tap into motion-sensitive neurons in the visual system of a common blowfly. Neurons are nerve cells that emit tiny electric spikes when stimulated. The electrodes detected pulses from the motion-sensitive neurons in the fly. The fly uses the neurons to estimate, and subsequently control, how it moves through the world.


The team harnessed the wired fly into an elaborate turntable-like mechanism that mimics the kind of acrobatic flight a fly might undergo while evading a predator or chasing another fly. The mechanism can spin extremely fast and change velocities quickly. A fly in the mechanism sees changes in the world around it and its motion-sensitive neurons react much in the same way as they would if the insect were actually flying.


Under complex flight scenarios, the fly’s neurons fired very quickly. The researchers looked at the firing patterns and mapped them with a binary code of ones and zeroes, much like computer instructions, or binary messages in digital phone communications.


The team found that the impulses were like a primitive, but very regular “language”—with the neuron firing at precise times depending on what the fly’s visual sensors were trying to tell the rest of the fly about the visual stimulus. When they examined this language, it spoke volumes about how the harnessed fly reacted to its world.


“In this system, the motion-sensitive neurons emit spikes very often and very precisely,” said Nemenman. “Historically, people have observed a lot more random spike intervals. This research is a departure from the traditional understanding in that we see that the precision of spike timing that carries information about the fly’s rotation is a factor of ten higher than even the most daring previous estimates.”


Similar-though-much-simpler experiments on different subjects, including flies, and going back to the seminal work of E. D. Adrian and Yngve Zotterman in 1926, seemed to show that sensory neurons would fire a certain number of impulses during a given period, but that the precise timing of the impulses was largely irrelevant. Nemenman and his team believe the timing of the spikes was not as crucial during those early experiments largely because the artificial stimulation was in some sense unnatural, bordering on the monotonous and predictable.


“Biological organisms have an interest in conserving energy,” Nemenman said. “Fly eyes account for about one-tenth of the fly’s energy consumption. The fly wants to be very efficient, but it costs energy and molecular resources to emit many precise spikes in the neurons.


“If you are presenting simple stimuli where little changes with time, then the most efficient way to encode them may be to generate few randomly positioned spikes, which would be sufficient to convey whatever small changes, if any, happened. Similarly, if the stimulus is unnaturally fast, the neurons may not be able to encode it well.


“However, if you put an organism in an environment with fast and naturally changing velocity profiles, the fly starts using all the bandwidth available to it,” Nemenman said. “The motion-sensitive neuron adjusts its coding strategy and it uses the precise positioning of the spikes to tell the rest of the fly exactly what is happening.”


In addition to the complex motions possible with the team’s apparatus, they conducted their experiment in a wooded setting similar to the fly’s natural environment, adding to the complexity and realism of the experiment.


Nemenman and his colleagues’ research is significant because it re-examines fundamental assumptions that became the basis of neuromimetic approaches to artificial intelligence, such as artificial neural networks. These assumptions have developed networks based on reacting to a number of impulses within a given time period rather than the precise timing of those impulses.


“This may be one of the main reasons why artificial neural networks do not perform anywhere comparable to a mammalian visual brain,” said Nemenman, who is a member of Los Alamos’ Computer, Computational and Statistical Sciences Division. “In fact, the National Science Foundation has recognized the importance of this distinction and has recently funded a project, led by Garrett Kenyon of the Laboratory’s Physics Division, to enable creation of large, next-generation neural networks.”


New understanding of neural function in the design of computers could assist in analyses of satellite images and facial-pattern recognition in high-security environments, and could help solve other national and global security problems.

Nemenman’s work on this project at Los Alamos is funded by the Laboratory Directed Research and Development Program, which strategically invests less than six percent of the institution’s annual budget in early exploration or growth of creative scientific concepts selected at the discretion of the Laboratory director.
Genetic research unveils common origins for distinct clinical diagnoses


Researchers at Johns Hopkins have discovered that two clinically different inherited syndromes are in fact variations of the same disorder. Reporting in the April issue of Nature Genetics, the team suggests that at least for this class of disorders, the total number and “strength” of genetic alterations an individual carries throughout the genome can generate a range of symptoms wide enough to appear like different conditions.


“We’re finally beginning to blur the boundaries encompassing some of these diseases by showing that they share the same molecular underpinnings,” says Nicholas Katsanis, Ph.D., an associate professor of ophthalmology at the McKusick-Nathans Institute of Genetic Medicine at Hopkins. “This is important progress for several reasons. First, knowing what’s going on molecularly and being able to integrate rarer conditions under common mechanisms allows us to potentially help more people at once. Second, clinicians can finally begin to offer more accurate diagnoses based on what really matters: the state of affairs at the cellular/biochemical level. In time, this will empower genetic counseling and much improved patient management.”


Katsanis’s team studies Bardet-Biedl syndrome (BBS), a rare so-called ciliopathy that is characterized by a combination of vision loss, obesity, diabetes, extra digits and mental defects and caused by faulty cilia, tiny hairlike projections found on almost every cell of the body. Recently they started looking at another disease, Meckel-Gruber syndrome (MKS), which also shows cilia dysfunction but is clinically distinct from BBS and generally associated with prenatal or newborn death.


“While these two groups of patients exhibit such different clinical outcomes, the genes associated with both syndromes all seemed to be pointing at the same culprit: cilia,” says Katsanis. “So we wondered if BBS and MKS might actually represent different flavors of the same disease.”


The researchers sequenced the MKS genes from 200 BBS patients and found six families that, in addition to carrying BBS genetic mutations, also carried mutations in MKS genes. To figure out what, if any, effect these MKS mutations have on BBS, the team used a system they previously developed in zebrafish.


Knocking out BBS genes in zebrafish generates short fish with even shorter tails, among other malformations. Injecting normal BBS genes into these fish rescues them, resulting in normal looking fish.


The researchers reasoned that if MKS and BBS are indeed the same condition, then fish with the MKS genes knocked out should mimic the BBS knockout fish. They did. The team then went on to test mutant versions of MKS genes in BBS fish and found that three genes originally attributed to MKS do indeed cause BBS or render the BBS defects more pronounced, increasing the number of BBS genes to 14 in total.


“From a clinical perspective, these two syndromes look nothing alike, but molecularly, the genes involved clearly participate in the same fundamental processes,” says Katsanis. “This means that Meckel-Gruber and Bardet-Biedel actually represent a continuum of one disease. This never would have been discovered in the clinic-only molecular analysis can reveal these things.” 


But what does this mean for clinicians and the diagnosis and treatment of these syndromes" Katsanis hopes that the growing body of molecular data will help move medicine away from symptom-defined syndromes, which can leave clinicians struggling with ambiguous diagnoses, to approaching disorders from a molecular standpoint. “We now have the possibility of merging several rare disorders,” he says. “And their gross sum now turns out to be fairly common; hopefully this will now put them on the radar for drug development and other therapies.”

The research was funded by the National Institutes of Health, National Institute of Child Health and Development, the National Institute of Diabetes, Digestive and Kidney Disorders, the Polycystic Kidney Disease Foundation, Medical Research Council, Research to Prevent Blindness and the Wellcome Trust.


Authors on the paper are Carmen Leitch, Norann Zaghloul, Erica Davis and Katsanis, all of Hopkins; Corrine Stoetzel and Helene Dollfus of Université Louis Pasteur, Strasbourg, France; Anna Diaz-Font, Suzanne Rix and Philip Beales of University College London, UK; Majid Al-Fadhel and Wafaa Eyaid of King Fahad Hospital, Riyadh, Saudi Arabia; Richard Alan Lewis of Baylor College of Medicine, Houston, Texas.; Eyal Banin of Hadassah-Hebrew University Hospital, Jerusalem, Israel; and Jose Badano, previously of Hopkins and now at the Institut Pasteur de Montevideo, Uruguay. 


On the Web:  http://www.hopkinsmedicine.org/geneticmedicine/   http://www.nature.com/ng/index.html
'Sea slug' inspires brain implant

By Jonathan Fildes Science and technology reporter, BBC News

The response of a startled sea cucumber has inspired a new material that could one day be used to build brain implants for patients with Parkinson's disease.


The material can rapidly switch from being rigid to flexible and vice versa.
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Writing in the journal Science, US researchers describe how species of the sea creatures "tense" when threatened.


The new material mimics this ability, and could be used to make advanced brain electrodes which are stiff when implanted, yet supple inside the body.


Adding water changes the state of the material.


"The water acts as a chemical switch," Dr Christoph Weder, one of the team who developed the material, told the BBC News website.


This is important as the brain is around 75% water.

Chemical change


The material consists of naturally occurring nanofibres, or "whiskers", carefully embedded in a polymer.


The cellulose fibres, each just 25 nanometres (billionths of a metre) in diameter, are harvested from a different sessile sea creature known as a tunicate or sea squirt.


"There are many sources of nanofibres such as cotton or wood [which could be substituted]," said Dr Weder.


The structure of the as yet un-named material mimics the skin of sea cucumbers which have collagen nanofibres embedded in a soft connective tissue.


"These creatures can reversibly and quickly change the stiffness of their skin," explained Dr Jeffrey Capadona, another member of the team.


"Normally it is very soft; but for example in response to a threat, the animal can activate its 'body armour' by hardening its dermis."


Changes to the stiffness of the sea cucumber's skin are thought to be triggered by chemicals secreted by the animal's nervous system that rearrange the collagen threads.


"Our architecture is the same, but the chemistry is different," explained Dr Weder.


In the absence of water, the nanofibres are held together by chemical links known as hydrogen bonds. This gives the material its rigidity.


When exposed to water, the water molecules "competitively bond" with the fibres.


"The water also likes to stick to the cellulose," said Dr Weder.


This has an effect of "ungluing" the fibre-to-fibre bonds, and the material becomes about 1,000 times softer, with the consistency of rubber.


When the water evaporates, a network of cross-linked whiskers reforms, stiffening the material.

Brain aid


This ability to morph could help build therapeutic devices to be implanted into the brains of patients who suffer from Parkinson's disease, stroke or spinal cord injuries.


At present, there are a number of research teams hoping to develop "artificial nervous systems" that aim to treat these disorders.


These systems need to "plug" into nerve cells within the brain - known as cortical neurons - to record electrical activity.


But animal studies have shown that the quality of the brain signals recorded by implanted electrodes often degrades after a few months.


One hypothesis is that stiff electrodes damage the surrounding brain tissue.


"There is a mechanical mismatch - the electrode is rigid but the brain is more like jello," said Dr Weder.


The team believes that an implant built on a substrate of the new material could overcome this problem, by being rigid during implantation, and softening once in the body.


Dr Weder also has his eye on other applications for the material. Potentially, electricity rather than water could be used to switch its state.
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"Smart bullet proof vests, prosthetics - the list goes on and on," he said.

1. The material consists of carefully arranged nanofibres embedded in polymer. The architecture is based on the skin of a sea cucumber.

2. In its natural state, chemical bonds between the nanofibres - known as hydrogen bonds - make the material strong and rigid.

3. When exposed to water, the material swells slightly. The water molecules "unglue" the bonds and the material becomes about 1,000 times softer, with properties that resemble rubber. 
Gauging Age of Universe Becomes More Precise

By KENNETH CHANG

The universe is 13.73 billion years old, give or take 120 million years, astronomers said last week.
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That age, based on precision measurements of the oldest light in the universe, agrees with results announced in 2006. Two additional years of data from a NASA satellite known as the Wilkinson Microwave Anisotropy Probe have narrowed the uncertainty by tens of millions of years.


“Everything is tightening up and giving us better and better precision all the time,” said Charles L. Bennett, a professor of physics and astronomy at Johns Hopkins University and the leader of the group analyzing the data. “It’s actually significantly better than previous results. There is all kinds of richness in the data.”


About 380,000 years after the Big Bang, the universe cooled enough for protons and electrons to combine into hydrogen atoms. That released a burst of light, which over the billions of years since has cooled to a bath of microwaves pervading the cosmos.
WMAP cosmic microwave fluctuations over the full sky using five years of data. The colors represent tiny temperature fluctuations of the remnant glow from the infant universe: red regions are warmer and blue are cooler.  WMAP Science Team

Yet there are slight variations in the background, which the NASA satellite has been measuring since 2001. Those variations have given evidence supporting an idea known as cosmic inflation, a rapid expansion of the universe in the first trillionth of a trillionth of a second of its existence.


The new set of data is precise enough to differentiate between various proposed models of inflation. “Some of them are now completely ruled out, some of them are hanging at the edge and some of them are perfectly fine,” Dr. Bennett said. “We are sorting between these things.”


Astronomers can also now see strong evidence for the universe being awash in almost massless subatomic particles known as neutrinos. This sea of primordial neutrinos created in the Big Bang was expected.


“The new result is that it’s not consistent with zero anymore,” said Edward L. Wright, a professor of physics and astronomy at the University of California, Los Angeles, and another member of the team.


As more years of data are gathered, Dr. Bennett said, astronomers may even be able to deduce new unusual types of neutrinos that have so far not been detected in particle accelerators.


The new data also refine findings that the earliest stars switched on 400 million years after the Big Bang. The starlight started breaking up interstellar hydrogen atoms back into charged protons and electrons — creating a fog that deflected the cosmic microwaves — but took half a billion years to break apart all of the atoms.
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